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Lattice dynamics for beginners

Lattice dynamics describes vibrations of atoms in condensed matter:
  

• crystalline solids 
• glasses, and liquids 

However, some of the convenience gained by symmetry or periodic lattice is lost for glasses and 
liquids. Also, effect of surfaces and defects are glowing short-comings of the classical model. 

Lattice dynamics is a reflection of forces acting upon atoms and leads to

• sound velocity 
• vibrational entropy 
• specific heat 
• force constant 
• compression tensor 
• Young’s modulus 
• stiffness and resilience 
• Gruneisen constant 
• viscosity 

Many experimental techniques exist to study lattice dynamics

• sound velocity, deformation, thermal expansion,heat capacity…. 
• spectroscopic methods using light, x-rays and neutrons, and electrons 
• point contact spectroscopy



Two main approximations should be noticed: 

• Born-Oppenheimer (adiabiatic) approximation
  
 - Motion of atoms are independent and decoupled from the electrons.    
 - All electrons follow the nuclei. This can be justified by considering the 
time scales involved:10-15 s (femto) for electrons, 10-12 s (pico) for nuclei 

• Harmonic approximation 

 -  At equilibrium, attractive and repulsive forces are balanced.  
 -  When atoms move away from the equilibrium positions, they are 
forced to come back by restoring forces.  
 -  Magnitude of atomic displacements are small compared to 
interatomic distance. 
 -  All atoms in equivalent positions in every unit cell move together.

Atomic motions are described as harmonic traveling waves, characterized by

• wavelength, λ 
• angular frequency, ω 
• momentum vector along the direction of propagation, 

r
k = λ

2π
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Figure 1. Traditional potential energy curve for two atoms, showing a minimum at a separation of r0 that might
correspond to the bond length, the steep rise for shorter distances that reflects the repulsion due to overlap of
electron density of the two atoms, and the more gentle rise towards zero for larger separations reflecting the
attractive interaction. This plot is however somewhat of a simplification of the situation within a crystal, because
typically the atoms within a crystal are held in place by a large number of interactions, including the long-range
Coulomb interaction, and the position of the minimum of any pair of atoms may not reflect actual equilibrium
contact distances.

More recently we have seen a number of key developments in the study of lattice dynamics.
In terms of experiments, we are seeing a new generation of instruments at neutron scattering
facilities, particularly with the ability to collect data over wide ranges of scattering vector and
energy simultaneously. The new instrumentation is matched by software for simulating the outputs of
experiments, coupled with new capabilities to calculate !(k) from quantum mechanical simulations.
These capabilities coincide with the emergence of investigations concerned with new phenomena such
as negative thermal expansion, which directly need calculations and measurements of lattice dynamics
for a clear understanding (see Section 6.5 for example). All these developments have led to renewed
interest in lattice dynamics.

1.3 The harmonic approximation

The key approximation in the theory of lattice dynamics is the harmonic approximation. This is
illustrated by considering the potential energy between two atoms, as shown in Figure 1. We can write
the energy as a Taylor expansion around the minimum point r0:

E(r) = E0 + 1
2

!2E

!r2
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3!
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(r − r0)4 + · · · (1.1)

where the derivatives are performed at r = r0.5 The harmonic approximation consists of neglecting all
terms of power higher than 2.

One might think that the harmonic approximation is both trivial and drastic, but it is actually very
powerful. On one hand, it is effectively the only model for lattice dynamics that has an exact solution.
On the other hand, it gives us many features that survive addition of higher-order terms. These include
the link between vibrational frequencies, wave vector and interatomic forces, and applications in areas

5 In this example the linear term is zero because the definition of equilibrium is that !E/!r = at the equilibrium distance r0.

ignoring these terms is the harmonic approximation
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There should be no thermal expansion 
in the harmonic model. 

The fact that there is thermal expansion 
is an indication that the potential under 
which the atoms move is not harmonic.  

However, harmonic model has so many 
convenient features that we adopt it to 
explain many features of atomic 
vibrations. 
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Figure 2. Simple diatomic chain model, with atoms of different mass connected by harmonic forces that are of
equal strength between all nearest-neighbour atom pairs. The unit cell length is denoted by a, atom a vector of the
form ui,n denote the displacement of atom of label i in unit cell of label n [2].

such as the thermodynamic properties of materials. Moreover, the harmonic model is easily adapted to
incorporate quantum mechanics.

Thus there is considerable merit in starting with the harmonic approximation, and then attempting
to modify the picture to account for higher-order anharmonic terms as appropriate. Applications that
are not explained by the harmonic model include properties such as thermal expansion and thermal
conductivity, and behaviour such as phase transitions. Experience has shown that for many of these
applications this approach works well. For example, in the study of thermal expansion it is possible to
retain the harmonic approximation but allow force constants to change with an expansion of the lattice.

2. THEORY OF HARMONIC LATTICE DYNAMICS

2.1 Starting model: The diatomic chain

Most textbooks begin with a model that consists of one atom in the unit cell, which is typically then
explored in a single dimension and subsequently generalised to three dimensions visually. Here we
will skip past this approach and introduce instead a one-dimensional model of a crystal containing two
atoms in the unit cell, Figure 2. By starting with this model we quickly position ourselves to generalise
the formalism to more complex three-dimensional materials.

The total energy of this model is written in terms of the displacements of atoms 1 and 2, u1,n and
u2,n respectively, as defined in Figure 2:

E = 1
2

J
∑

n

(u1,n − u2,n)2 + 1
2

J
∑

n

(u2,n − u1,n+1)2

= J
∑

n

(u2
1,n + u2

2,n) − J
∑

n

(u1,nu2,n + u2,nu1,n+1) (2.1)

The first representation reflects the image of the model in terms of bonds as simple springs, with each
term corresponding to the energy associate with stretching or compressing one of the springs. The
second representation is a Taylor expansion of the total energy, which in general terms can be written as

E = 1
2

∑

i,j

ui

!E

!ui!uj

uj (2.2)

By comparing the two preceding equations, it can be seen that the parameter J is equal to the derivative
of the total energy:

J = !2E

!u1,n!u2,n
. (2.3)
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2.2 Travelling waves

We next consider the equations of the waves travelling through crystals. In the general case, a wave of
wave vector k and angular frequency ! travelling through a crystal will displace an atom labelled j at
nominal position rj by

uj (rj , t) = ũj exp(i(k · rj − !t)) (2.4)

where ũj represents both the amplitude of the wave and its specific effect on atom j , and may be
a complex number (this is discussed in more detail in following sections). We remark here that the
definition of the position rj is treated in two ways in the scientific literature. It can be taken to represent
the actual position of the atom, or else it can be taken as the origin of the unit cell containing the atom. It
actually doesn’t matter, because the difference is merely a phase factor, which can be incorporated into
the complex amplitude ũj .

If we consider a single wave travelling through our one-dimensional mode with a particular value of
k and !, it will displace the two atoms by

u1,n(t) = ũ1 exp (i(kna − !t)) (2.5)

u2,n(t) = ũ2 exp (i(kna − !t)) (2.6)

where ũ1 and ũ2 are the relative amplitudes of motion of the two atoms. In this case we have treated the
vector rj for both atoms as the origin of the unit cell, r1 = r2 = na, rather than as the actual positions
of the atoms, na and (n + 1/2)a respectively. Thus the amplitude ũ2 will contain the phase factor
exp(ika/2). At this point we do not know the relationship between ũ1 and ũ2, nor will be able to think
about their absolute values until we introduce thermodynamics into the picture.

2.3 Equations of motion

Our starting point is to consider the energy of the two atoms in the unit cell labelled n through its
interaction with their two nearest neighbours:

E1,n = 1
2

J (u1,n − u2,n)2 + 1
2

J (u1,n − u2,n−1)2 (2.7)

E2,n = 1
2

J (u2,n − u1,n)2 + 1
2

J (u2,n − u1,n+1)2 (2.8)

The key equation we will be dealing with is simply Newton’s equation, force = mass × acceleration.
Thus we start by computing the force acting on each atom, as given by the derivative of the energy with
respect to displacement:

f1,n = −!E1,n

!u1,n
= −J (u1,n − u2,n) − J (u1,n − u2,n−1)

= −J (2u1,n − u2,n − u2,n−1) (2.9)

f2,n = −!E2,n

!u2,n
= −J (u2,n − u1,n) − J (u2,n − u1,n+1)

= −J (2u2,n − u1,n − u1,n+1) (2.10)

We next need to consider the acceleration of each atom, which is given as the second time derivative of
the atomic displacement:

ü1,n(t) = −!2ũ1 exp i (kna − !t) = −!2u1,n(t) (2.11)

ü2,n(t) = −!2ũ2 exp i (kna − !t) = −!2u2,n(t) (2.12)

Diatomic infinite 1-D chain

Time dependent displacement of two atoms  
in terms of relative displacement of each atom
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Energy

Force as derivative of energy
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uj (rj , t) = ũj exp(i(k · rj − !t)) (2.4)
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u1,n(t) = ũ1 exp (i(kna − !t)) (2.5)
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Newton’s equation now links equations (2.9) and (2.10) to equations (2.11) and (2.12) respectively to
give:

m1ü1,n(t) = −m1!2u1,n(t) = −J (2u1,n(t) − u2,n(t) − u2,n−1(t)) (2.13)

m2ü2,n(t) = −m2!2u2,n(t) = −J (2u2,n(t) − u1,n(t) − u1,n+1(t)) (2.14)

Before we proceed, we note that we can write

uj ,n±1(t) = uj ,n exp (±ikna) (2.15)

Thus we can rewrite equations (2.13) and (2.14), removing the minus signs from both sides, as

m1!2u1,n(t) = J (2u1,n(t) − u2,n(t) − u2,n(t) exp(−ika)) (2.16)

m2!2u2,n(t) = J (2u2,n(t) − u1,n(t) − u1,n(t) exp(+ika)) (2.17)

Since both u1,n(t) and u2,n(t) have the same complex exponential function, we can divide this out from
both sides of equations (2.16) and (2.17) to yield

m1!2ũ1 = J (2ũ1 − ũ2 − ũ2 exp(−ika)) (2.18)

m2!2ũ2 = J (2ũ2 − ũ1 − ũ1 exp(+ika)) (2.19)

It will prove useful going forward to normalise by the atomic masses. We write

e1 = m
1/2
1 ũ1; e2 = m

1/2
2 ũ2 (2.20)

Equations (2.18) and (2.19) are thus re-written as

!2e1 = J
(
2e1/m1 − e2 (1 + exp(−ika)) /

√
m1m2

)
(2.21)

!2e2 = J
(
2e2/m2 − e1 (1 + exp(+ika)) /

√
m1m2

)
(2.22)

By inspection, it can be seen that equations (2.21) and (2.22) can be combined into a matrix equation:

!2
(

e1

e2

)
= D(k) ·

(
e1

e2

)
(2.23)

where

D(k) =
(

2J/m1 −J (1 + exp(−ika)) /
√

m1m2

−J (1 + exp(+ika)) /
√

m1m2 2J/m2

)
. (2.24)

2.4 Solutions

Before we rush ahead to discuss the solutions to these equations in detail, there are several points to
make here. First, this is a simple eigenvalue/eigenvector equation, with the !2 values being obtained
as the eigenvalues of the matrix D(k). This will yield two solutions for !2, which means that our
dynamical equations have given two normal modes. Second, the matrix D(k) has the property that it
is equal to the transpose of its complex conjugate. Matrices with this property are called Hermitian, and
an important property of Hermitian matrices is that their eigenvalues are real. This means that the values
of !2 obtained as the solutions of the model are real quantities, although they can be negative as well as
positive.6

6 A negative value of !2 means that the value of ! will be imaginary; the physical interpretation is that the potential energy
surface is curved downwards with respect to the displacements of atoms in the normal mode rather than the expected upwards
curvature, which means that that the crystal is actually unstable with respect to the set of displacements. This interpretation forms
the basis of the soft-mode model for displacive phase transitions.

Newton’s eqn of motion
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Acoustic mode

Optic mode

Figure 3. Representation of the difference between acoustic and optic modes in the limit of wave vector k → 0 for
the model diatomic chain. The atomic motions of the two types of atoms are in-phase for the acoustic mode, and
out-of-phase for the optic mode [2].
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Figure 4. Dispersion curve of the diatomic chain model shown in Figure 2 [2].

These solutions both correspond to one atom remaining at rest in each unit cell, and with k = !/a

the other atom will move in opposite directions in neighbouring unit cells. Note that in this case, the
differentiation between acoustic and optic modes has now vanished. The distinction between in-phase
and out-of-phase motions only arises in the limit k → 0.

The complete set of solutions for "(k) for all values of k is shown in Figure 4. These are displayed
as two continuous curves, one for the acoustic mode (which becomes the sound wave with " ∝ k as
k → 0) and the other for the optic mode.

We complete this description by noting three features of the dispersion curves shown in figure 4.
First, both solutions at k = !/a have zero group velocity, that is !"/!k = 0. At this wave vector, both
waves are standing waves, they correspond to the motions of atoms in neighbouring unit cells being
exactly opposite to each other. The second point is that the solutions for any k are invariant with respect
to changing the sign of k. The third point is that the solutions are also invariant when adding any
reciprocal lattice vector, which in our simple model would be given by ±2!n/a, where n is any integer.
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Newton’s equation now links equations (2.9) and (2.10) to equations (2.11) and (2.12) respectively to
give:

m1ü1,n(t) = −m1!2u1,n(t) = −J (2u1,n(t) − u2,n(t) − u2,n−1(t)) (2.13)

m2ü2,n(t) = −m2!2u2,n(t) = −J (2u2,n(t) − u1,n(t) − u1,n+1(t)) (2.14)

Before we proceed, we note that we can write

uj ,n±1(t) = uj ,n exp (±ikna) (2.15)

Thus we can rewrite equations (2.13) and (2.14), removing the minus signs from both sides, as

m1!2u1,n(t) = J (2u1,n(t) − u2,n(t) − u2,n(t) exp(−ika)) (2.16)

m2!2u2,n(t) = J (2u2,n(t) − u1,n(t) − u1,n(t) exp(+ika)) (2.17)

Since both u1,n(t) and u2,n(t) have the same complex exponential function, we can divide this out from
both sides of equations (2.16) and (2.17) to yield

m1!2ũ1 = J (2ũ1 − ũ2 − ũ2 exp(−ika)) (2.18)

m2!2ũ2 = J (2ũ2 − ũ1 − ũ1 exp(+ika)) (2.19)

It will prove useful going forward to normalise by the atomic masses. We write

e1 = m
1/2
1 ũ1; e2 = m

1/2
2 ũ2 (2.20)

Equations (2.18) and (2.19) are thus re-written as

!2e1 = J
(
2e1/m1 − e2 (1 + exp(−ika)) /

√
m1m2

)
(2.21)

!2e2 = J
(
2e2/m2 − e1 (1 + exp(+ika)) /

√
m1m2

)
(2.22)

By inspection, it can be seen that equations (2.21) and (2.22) can be combined into a matrix equation:

!2
(

e1

e2

)
= D(k) ·

(
e1

e2

)
(2.23)

where

D(k) =
(

2J/m1 −J (1 + exp(−ika)) /
√

m1m2

−J (1 + exp(+ika)) /
√

m1m2 2J/m2

)
. (2.24)

2.4 Solutions

Before we rush ahead to discuss the solutions to these equations in detail, there are several points to
make here. First, this is a simple eigenvalue/eigenvector equation, with the !2 values being obtained
as the eigenvalues of the matrix D(k). This will yield two solutions for !2, which means that our
dynamical equations have given two normal modes. Second, the matrix D(k) has the property that it
is equal to the transpose of its complex conjugate. Matrices with this property are called Hermitian, and
an important property of Hermitian matrices is that their eigenvalues are real. This means that the values
of !2 obtained as the solutions of the model are real quantities, although they can be negative as well as
positive.6

6 A negative value of !2 means that the value of ! will be imaginary; the physical interpretation is that the potential energy
surface is curved downwards with respect to the displacements of atoms in the normal mode rather than the expected upwards
curvature, which means that that the crystal is actually unstable with respect to the set of displacements. This interpretation forms
the basis of the soft-mode model for displacive phase transitions.

Mass normalized displacements (real)

128 Collection SFN

Newton’s equation now links equations (2.9) and (2.10) to equations (2.11) and (2.12) respectively to
give:

m1ü1,n(t) = −m1!2u1,n(t) = −J (2u1,n(t) − u2,n(t) − u2,n−1(t)) (2.13)

m2ü2,n(t) = −m2!2u2,n(t) = −J (2u2,n(t) − u1,n(t) − u1,n+1(t)) (2.14)

Before we proceed, we note that we can write

uj ,n±1(t) = uj ,n exp (±ikna) (2.15)

Thus we can rewrite equations (2.13) and (2.14), removing the minus signs from both sides, as

m1!2u1,n(t) = J (2u1,n(t) − u2,n(t) − u2,n(t) exp(−ika)) (2.16)

m2!2u2,n(t) = J (2u2,n(t) − u1,n(t) − u1,n(t) exp(+ika)) (2.17)

Since both u1,n(t) and u2,n(t) have the same complex exponential function, we can divide this out from
both sides of equations (2.16) and (2.17) to yield

m1!2ũ1 = J (2ũ1 − ũ2 − ũ2 exp(−ika)) (2.18)

m2!2ũ2 = J (2ũ2 − ũ1 − ũ1 exp(+ika)) (2.19)

It will prove useful going forward to normalise by the atomic masses. We write

e1 = m
1/2
1 ũ1; e2 = m

1/2
2 ũ2 (2.20)

Equations (2.18) and (2.19) are thus re-written as

!2e1 = J
(
2e1/m1 − e2 (1 + exp(−ika)) /

√
m1m2

)
(2.21)

!2e2 = J
(
2e2/m2 − e1 (1 + exp(+ika)) /

√
m1m2

)
(2.22)

By inspection, it can be seen that equations (2.21) and (2.22) can be combined into a matrix equation:

!2
(

e1

e2

)
= D(k) ·

(
e1

e2

)
(2.23)

where

D(k) =
(

2J/m1 −J (1 + exp(−ika)) /
√

m1m2

−J (1 + exp(+ika)) /
√

m1m2 2J/m2

)
. (2.24)

2.4 Solutions

Before we rush ahead to discuss the solutions to these equations in detail, there are several points to
make here. First, this is a simple eigenvalue/eigenvector equation, with the !2 values being obtained
as the eigenvalues of the matrix D(k). This will yield two solutions for !2, which means that our
dynamical equations have given two normal modes. Second, the matrix D(k) has the property that it
is equal to the transpose of its complex conjugate. Matrices with this property are called Hermitian, and
an important property of Hermitian matrices is that their eigenvalues are real. This means that the values
of !2 obtained as the solutions of the model are real quantities, although they can be negative as well as
positive.6

6 A negative value of !2 means that the value of ! will be imaginary; the physical interpretation is that the potential energy
surface is curved downwards with respect to the displacements of atoms in the normal mode rather than the expected upwards
curvature, which means that that the crystal is actually unstable with respect to the set of displacements. This interpretation forms
the basis of the soft-mode model for displacive phase transitions.

Matrix form of Newton’s eqn of motion 
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Newton’s equation now links equations (2.9) and (2.10) to equations (2.11) and (2.12) respectively to
give:

m1ü1,n(t) = −m1!2u1,n(t) = −J (2u1,n(t) − u2,n(t) − u2,n−1(t)) (2.13)

m2ü2,n(t) = −m2!2u2,n(t) = −J (2u2,n(t) − u1,n(t) − u1,n+1(t)) (2.14)

Before we proceed, we note that we can write

uj ,n±1(t) = uj ,n exp (±ikna) (2.15)

Thus we can rewrite equations (2.13) and (2.14), removing the minus signs from both sides, as

m1!2u1,n(t) = J (2u1,n(t) − u2,n(t) − u2,n(t) exp(−ika)) (2.16)

m2!2u2,n(t) = J (2u2,n(t) − u1,n(t) − u1,n(t) exp(+ika)) (2.17)

Since both u1,n(t) and u2,n(t) have the same complex exponential function, we can divide this out from
both sides of equations (2.16) and (2.17) to yield

m1!2ũ1 = J (2ũ1 − ũ2 − ũ2 exp(−ika)) (2.18)

m2!2ũ2 = J (2ũ2 − ũ1 − ũ1 exp(+ika)) (2.19)

It will prove useful going forward to normalise by the atomic masses. We write

e1 = m
1/2
1 ũ1; e2 = m

1/2
2 ũ2 (2.20)

Equations (2.18) and (2.19) are thus re-written as

!2e1 = J
(
2e1/m1 − e2 (1 + exp(−ika)) /

√
m1m2

)
(2.21)

!2e2 = J
(
2e2/m2 − e1 (1 + exp(+ika)) /

√
m1m2

)
(2.22)

By inspection, it can be seen that equations (2.21) and (2.22) can be combined into a matrix equation:

!2
(

e1

e2

)
= D(k) ·

(
e1

e2

)
(2.23)

where

D(k) =
(

2J/m1 −J (1 + exp(−ika)) /
√

m1m2

−J (1 + exp(+ika)) /
√

m1m2 2J/m2

)
. (2.24)

2.4 Solutions

Before we rush ahead to discuss the solutions to these equations in detail, there are several points to
make here. First, this is a simple eigenvalue/eigenvector equation, with the !2 values being obtained
as the eigenvalues of the matrix D(k). This will yield two solutions for !2, which means that our
dynamical equations have given two normal modes. Second, the matrix D(k) has the property that it
is equal to the transpose of its complex conjugate. Matrices with this property are called Hermitian, and
an important property of Hermitian matrices is that their eigenvalues are real. This means that the values
of !2 obtained as the solutions of the model are real quantities, although they can be negative as well as
positive.6

6 A negative value of !2 means that the value of ! will be imaginary; the physical interpretation is that the potential energy
surface is curved downwards with respect to the displacements of atoms in the normal mode rather than the expected upwards
curvature, which means that that the crystal is actually unstable with respect to the set of displacements. This interpretation forms
the basis of the soft-mode model for displacive phase transitions.

Eigen solutions 

JDN 18 129

Before we plot !2(k) as solutions of D(k) for all values of k, let us consider the case of very small
values of k. We write D(k → 0) as

D(k → 0) =
(

2J/m1 −J (2 − ika) /
√

m1m2

−J (2 + ika) /
√

m1m2 2J/m2

)
(2.25)

It’s eigenvalues are obtained as the solution of the equation
∣∣∣∣D(k) −

(
!2

1(k) 0
0 !2

2(k)

)∣∣∣∣ = 0 (2.26)

This procedure is frequently called the diagonalisation of the matrix D(k), because it results in the
diagonal matrix whose elements are !2

1 and !2
2. The solutions are obtained as the roots of the equation

!4 − 2J (m1 + m2)
m1m2

!2 − J 2k2a2

m1m2
= 0 (2.27)

yielding

!2
1(k) = J 2a2

2(m1 + m2)
k2; !2

2(k) = 2J

(
1

m1
+ 1

m2

)
− O(k2) (2.28)

The solution !2
1(k) has the form !1 ∝ k, which corresponds to a sound wave with velocity v =

!/k = Ja/
√

2(m1 + m2). The second solution has a non-zero value at k ∼ 0, and also has zero
gradient, (!!2/!k)k=0 = 0. This gradient corresponds to the group velocity – the velocity of energy
propagation – and its zero value is characteristic of a standing wave. Given that at k = 0 every unit cell
behaves the same, we expect all solution for k = 0 other than the sound waves to be standing waves.

We now consider the eigenvectors corresponding to these two solutions. The results are

Solution 1: m
−1/2
1 e1 = m

−1/2
2 e2 (2.29)

Solution 2: m
1/2
1 e1 = −m

1/2
2 e2 (2.30)

The eigenvectors of the first solution are consistent with the suggestion above that this wave is a sound
wave, namely where neighbouring atoms move in phase with each other with the same amplitude. The
eigenvectors of the second solution correspond to neighbouring atoms of different types moving out of
phase, with the mass normalisations implying that the centre of mass of the unit cell is not displaced
in the wave. These two waves are illustrated in Figure 3. Conventionally the sound wave is called an
acoustic mode – for obvious reasons – and the second solution is called an optic mode. The origin of this
name comes from the fact that if the two atoms are of opposite charge, the atomic motions represent the
displacements that would be caused by a sinusoidally-varying electric field, namely an electromagnetic
wave. For many crystals, the frequency of this wave is just short of the frequencies of visible light
(typically in the infrared region).

Now we consider a second special case, namely k = "/a, corresponding to the wavelength of the
wave equal to twice the unit cell repeat distance. We can now write

D(k = "/a) =
(

2J/m1 0
0 2J/m2

)
(2.31)

The two eigenvalues obtained from diagonalisation of D(k = "/a) are

!2
1 = 2J/m1; !2

2 = 2J/m2 (2.32)

with eigenvectors for the two solutions

Solution 1 : e1 = 1; e2 = 0 (2.33)

Solution 2 : e1 = 0; e2 = 1 (2.34)
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wave, namely where neighbouring atoms move in phase with each other with the same amplitude. The
eigenvectors of the second solution correspond to neighbouring atoms of different types moving out of
phase, with the mass normalisations implying that the centre of mass of the unit cell is not displaced
in the wave. These two waves are illustrated in Figure 3. Conventionally the sound wave is called an
acoustic mode – for obvious reasons – and the second solution is called an optic mode. The origin of this
name comes from the fact that if the two atoms are of opposite charge, the atomic motions represent the
displacements that would be caused by a sinusoidally-varying electric field, namely an electromagnetic
wave. For many crystals, the frequency of this wave is just short of the frequencies of visible light
(typically in the infrared region).

Now we consider a second special case, namely k = "/a, corresponding to the wavelength of the
wave equal to twice the unit cell repeat distance. We can now write

D(k = "/a) =
(

2J/m1 0
0 2J/m2

)
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The two eigenvalues obtained from diagonalisation of D(k = "/a) are

!2
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Solution 2 : e1 = 0; e2 = 1 (2.34)
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Acoustic mode

Optic mode

Figure 3. Representation of the difference between acoustic and optic modes in the limit of wave vector k → 0 for
the model diatomic chain. The atomic motions of the two types of atoms are in-phase for the acoustic mode, and
out-of-phase for the optic mode [2].
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Figure 4. Dispersion curve of the diatomic chain model shown in Figure 2 [2].

These solutions both correspond to one atom remaining at rest in each unit cell, and with k = !/a

the other atom will move in opposite directions in neighbouring unit cells. Note that in this case, the
differentiation between acoustic and optic modes has now vanished. The distinction between in-phase
and out-of-phase motions only arises in the limit k → 0.

The complete set of solutions for "(k) for all values of k is shown in Figure 4. These are displayed
as two continuous curves, one for the acoustic mode (which becomes the sound wave with " ∝ k as
k → 0) and the other for the optic mode.

We complete this description by noting three features of the dispersion curves shown in figure 4.
First, both solutions at k = !/a have zero group velocity, that is !"/!k = 0. At this wave vector, both
waves are standing waves, they correspond to the motions of atoms in neighbouring unit cells being
exactly opposite to each other. The second point is that the solutions for any k are invariant with respect
to changing the sign of k. The third point is that the solutions are also invariant when adding any
reciprocal lattice vector, which in our simple model would be given by ±2!n/a, where n is any integer.
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Figure 4. Dispersion curve of the diatomic chain model shown in Figure 2 [2].

These solutions both correspond to one atom remaining at rest in each unit cell, and with k = !/a

the other atom will move in opposite directions in neighbouring unit cells. Note that in this case, the
differentiation between acoustic and optic modes has now vanished. The distinction between in-phase
and out-of-phase motions only arises in the limit k → 0.

The complete set of solutions for "(k) for all values of k is shown in Figure 4. These are displayed
as two continuous curves, one for the acoustic mode (which becomes the sound wave with " ∝ k as
k → 0) and the other for the optic mode.

We complete this description by noting three features of the dispersion curves shown in figure 4.
First, both solutions at k = !/a have zero group velocity, that is !"/!k = 0. At this wave vector, both
waves are standing waves, they correspond to the motions of atoms in neighbouring unit cells being
exactly opposite to each other. The second point is that the solutions for any k are invariant with respect
to changing the sign of k. The third point is that the solutions are also invariant when adding any
reciprocal lattice vector, which in our simple model would be given by ±2!n/a, where n is any integer.
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Before we plot !2(k) as solutions of D(k) for all values of k, let us consider the case of very small
values of k. We write D(k → 0) as
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(
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It’s eigenvalues are obtained as the solution of the equation
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)∣∣∣∣ = 0 (2.26)

This procedure is frequently called the diagonalisation of the matrix D(k), because it results in the
diagonal matrix whose elements are !2

1 and !2
2. The solutions are obtained as the roots of the equation

!4 − 2J (m1 + m2)
m1m2

!2 − J 2k2a2

m1m2
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yielding
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(
1
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The solution !2
1(k) has the form !1 ∝ k, which corresponds to a sound wave with velocity v =

!/k = Ja/
√

2(m1 + m2). The second solution has a non-zero value at k ∼ 0, and also has zero
gradient, (!!2/!k)k=0 = 0. This gradient corresponds to the group velocity – the velocity of energy
propagation – and its zero value is characteristic of a standing wave. Given that at k = 0 every unit cell
behaves the same, we expect all solution for k = 0 other than the sound waves to be standing waves.

We now consider the eigenvectors corresponding to these two solutions. The results are

Solution 1: m
−1/2
1 e1 = m

−1/2
2 e2 (2.29)

Solution 2: m
1/2
1 e1 = −m

1/2
2 e2 (2.30)

The eigenvectors of the first solution are consistent with the suggestion above that this wave is a sound
wave, namely where neighbouring atoms move in phase with each other with the same amplitude. The
eigenvectors of the second solution correspond to neighbouring atoms of different types moving out of
phase, with the mass normalisations implying that the centre of mass of the unit cell is not displaced
in the wave. These two waves are illustrated in Figure 3. Conventionally the sound wave is called an
acoustic mode – for obvious reasons – and the second solution is called an optic mode. The origin of this
name comes from the fact that if the two atoms are of opposite charge, the atomic motions represent the
displacements that would be caused by a sinusoidally-varying electric field, namely an electromagnetic
wave. For many crystals, the frequency of this wave is just short of the frequencies of visible light
(typically in the infrared region).

Now we consider a second special case, namely k = "/a, corresponding to the wavelength of the
wave equal to twice the unit cell repeat distance. We can now write

D(k = "/a) =
(

2J/m1 0
0 2J/m2

)
(2.31)

The two eigenvalues obtained from diagonalisation of D(k = "/a) are
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1 = 2J/m1; !2

2 = 2J/m2 (2.32)

with eigenvectors for the two solutions

Solution 1 : e1 = 1; e2 = 0 (2.33)

Solution 2 : e1 = 0; e2 = 1 (2.34)
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Before we plot !2(k) as solutions of D(k) for all values of k, let us consider the case of very small
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D(k → 0) =
(

2J/m1 −J (2 − ika) /
√

m1m2

−J (2 + ika) /
√

m1m2 2J/m2

)
(2.25)

It’s eigenvalues are obtained as the solution of the equation
∣∣∣∣D(k) −

(
!2

1(k) 0
0 !2

2(k)

)∣∣∣∣ = 0 (2.26)

This procedure is frequently called the diagonalisation of the matrix D(k), because it results in the
diagonal matrix whose elements are !2

1 and !2
2. The solutions are obtained as the roots of the equation

!4 − 2J (m1 + m2)
m1m2

!2 − J 2k2a2

m1m2
= 0 (2.27)

yielding

!2
1(k) = J 2a2

2(m1 + m2)
k2; !2

2(k) = 2J

(
1

m1
+ 1

m2

)
− O(k2) (2.28)

The solution !2
1(k) has the form !1 ∝ k, which corresponds to a sound wave with velocity v =

!/k = Ja/
√
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2 e2 (2.29)
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1/2
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1/2
2 e2 (2.30)
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What is being measured ?
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Debye-Waller factor to account for bond strength
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Where is quantum mechanics in all of this?
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2.2 Travelling waves

We next consider the equations of the waves travelling through crystals. In the general case, a wave of
wave vector k and angular frequency ! travelling through a crystal will displace an atom labelled j at
nominal position rj by

uj (rj , t) = ũj exp(i(k · rj − !t)) (2.4)

where ũj represents both the amplitude of the wave and its specific effect on atom j , and may be
a complex number (this is discussed in more detail in following sections). We remark here that the
definition of the position rj is treated in two ways in the scientific literature. It can be taken to represent
the actual position of the atom, or else it can be taken as the origin of the unit cell containing the atom. It
actually doesn’t matter, because the difference is merely a phase factor, which can be incorporated into
the complex amplitude ũj .

If we consider a single wave travelling through our one-dimensional mode with a particular value of
k and !, it will displace the two atoms by

u1,n(t) = ũ1 exp (i(kna − !t)) (2.5)

u2,n(t) = ũ2 exp (i(kna − !t)) (2.6)

where ũ1 and ũ2 are the relative amplitudes of motion of the two atoms. In this case we have treated the
vector rj for both atoms as the origin of the unit cell, r1 = r2 = na, rather than as the actual positions
of the atoms, na and (n + 1/2)a respectively. Thus the amplitude ũ2 will contain the phase factor
exp(ika/2). At this point we do not know the relationship between ũ1 and ũ2, nor will be able to think
about their absolute values until we introduce thermodynamics into the picture.

2.3 Equations of motion

Our starting point is to consider the energy of the two atoms in the unit cell labelled n through its
interaction with their two nearest neighbours:

E1,n = 1
2

J (u1,n − u2,n)2 + 1
2

J (u1,n − u2,n−1)2 (2.7)

E2,n = 1
2

J (u2,n − u1,n)2 + 1
2

J (u2,n − u1,n+1)2 (2.8)

The key equation we will be dealing with is simply Newton’s equation, force = mass × acceleration.
Thus we start by computing the force acting on each atom, as given by the derivative of the energy with
respect to displacement:

f1,n = −!E1,n

!u1,n
= −J (u1,n − u2,n) − J (u1,n − u2,n−1)

= −J (2u1,n − u2,n − u2,n−1) (2.9)

f2,n = −!E2,n

!u2,n
= −J (u2,n − u1,n) − J (u2,n − u1,n+1)

= −J (2u2,n − u1,n − u1,n+1) (2.10)

We next need to consider the acceleration of each atom, which is given as the second time derivative of
the atomic displacement:

ü1,n(t) = −!2ũ1 exp i (kna − !t) = −!2u1,n(t) (2.11)

ü2,n(t) = −!2ũ2 exp i (kna − !t) = −!2u2,n(t) (2.12)

Diatomic model
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2.5 Generalisation of the model

The simple model is easily generalised. First we consider more distant neighbours. To make this easier,
we combine and rewrite equations (2.7) and (2.8) as

E = 1
4

∑

n,n′

∑

j ,j ′

!j ,j ′

n,n′

(
uj ,n − uj ′,n′

)2 = 1
2

∑

n,n′

∑

j ,j ′

uj ,n!
j ,j ′

n,n′uj ′,n′ (2.35)

where !n,n′

j ,j ′ is the differential of an individual bond energy with respect to the displacements of the atoms

within the bond, !n,n′

j ,j ′ is the differential of the overall energy with respect to the atomic displacements,
and the factors of 1/4 instead of 1/2 arise because we need to account for the fact that the equation as
written involves counting every interatomic distance twice. The labels n and n′ denote unit cells, and
the labels j and j ′ denote atoms in the unit cell. In our initial model, j and j ′ had values 1 or 2, and we
restricted the set of n and n′ to same and nearest-neighbour unit cells. This generalisation now allows
more than two atoms in the unit cell, and allows interactions between atoms to span distances larger
than nearest neighbours. Close inspection of equation 2.35 shows that

"j ,j ′

n,n′ = −!j ,j ′

n,n′ +
∑

j ′,n′

#j ,j ′#n,n′!j ,j ′

n,n′ (2.36)

We proceed by writing the equation of motion for any atom in the unit cell as

uj ,n(t) = ũj exp (i (kna − $t)) (2.37)

Newton’s equations for this generalised model for the atoms in unit cell labelled n are now given as

$2ej =
∑

j ′,n′

1
√

mj mj ′
"j ,j ′

n,n′ exp(ik(n′ − n)a)ej ′ (2.38)

We can expand this in the form7

! $2e = D(k) · e ⇒ $2 = eT · D(k) · e (2.39)

where

e =

⎛

⎜⎜⎝

...
ej

...

⎞

⎟⎟⎠ (2.40)

and

! Dj ,j ′ (k) = 1
√

mj mj ′

∑

n′

"j ,j ′

0,n′ exp
(
ik · (rj ,0 − rj ′,n′)

)
(2.41)

and where we have generalised to three dimensions in our description of the wave vector and atomic
positions. Clearly in making the generalisation to three dimensions the matrix " also needs to be
expanded to include derivatives of the energy by the vector components of the displacements, but
the book-keeping becomes sufficiently complex (we need another pair of subscripts denoting x, y and
z vector components for the elements of matrix ") that for the purposes here it is best left to your
imagination.

Equations (2.39)–(2.41) represent diagonalisation of the dynamical matrix D(k), with the matrix of
solutions $2 representing the eigenvalues of D(k) and the matrix of e representing the eigenvectors.

7 Here we use the symbol ! to denote a key equation here and onwards in this article.

Generalized model

j, j’ :    atoms in the unit cell 
n, n’ :  unit cells in the crystal 

 : differential of individual bond energy with respect to displacement 
    
 : differential of overall bond energy of all lattice 
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We can now write the displacement of a single atom, labelled j in the unit cell of label ℓ in terms of
the mode eigenvector:

! ujℓ(t) = 1
√

Nmj

∑

k,!

ek,! exp(ik · rjℓ) Q(k, !, t) (3.2)

where we have now associated each mode eigenvector with a wave vector k, and introduced a new
complex quantity Q(k, !, t) that absorbs the time dependence and the actual amplitude. This new
quantity is called the normal mode coordinate. Equation (3.2) expresses the Fourier relationship between
atomic displacements in real space and the normal mode coordinates in reciprocal space. The factor of
1/

√
mj reflects the fact that the mode eigenvector contains a factor of √

mj , and the factor of 1/
√

N

will be seen to be convenient when we sum over all atoms.
Equation (3.2) can be adapted for the atomic velocity:

u̇jℓ(t) = 1
√

Nmj

∑

k,!

ek,! exp(ik · rjℓ) Q̇(k, !, t) (3.3)

We note that since Q(k, !, t) absorbs the time dependence, it will follow that

Q̇(k, !, t) = −i"k,!Q(k, !, t) (3.4)

and thus we can rewrite equation (3.3) as

u̇jℓ(t) = −i
√

Nmj

∑

k,!

"k,!ek,! exp(ik · rjℓ) Q(k, !, t). (3.5)

3.2 Energy of the crystal in terms of the normal mode coordinates

The prior definitions are convenient in going forward to compute the total kinetic energy of the crystal
in terms of its atomic vibrations. The final result, derived in Appendix A, is

1
2

∑

j ,ℓ

mj

∣∣u̇jℓ

∣∣2 = 1
2

∑

k,!

"2
k,! |Q (k, !)|2 (3.6)

Similarly, the harmonic potential energy of the crystal can be written as

1
2

∑

j ,j ′

ℓ,ℓ′

uT
jℓ · !j ,j ′

ℓ,ℓ′ · uj ′ℓ′ = 1
2

∑

k,!

"2
k,! |Q (k, !)|2 (3.7)

which is derived in Appendix A. Thus the total vibrational energy – kinetic energy plus potential
energy – is written as

! 1
2

∑

j ,ℓ

mj

∣∣u̇jℓ

∣∣2 + 1
2

∑

j ,j ′

ℓ,ℓ′

uT
jℓ · !j ,j ′

ℓ,ℓ′ · uj ′ℓ′ =
∑

k,!

"2
k,! |Q (k, !)|2. (3.8)

3.3 Quantisation of the vibrational energy: Phonons

To make further progress we need to understand that the energy of a harmonic oscillation is quantised in
units of !". We are most familiar with these quanta being applied to light, where they are called photons.
However, this quantisation applies to all harmonic vibrations, and a single wave of atomic oscillations
is similarly quantised; the quantum in this case is called a phonon.
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Similarly, the harmonic potential energy of the crystal can be written as
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which is derived in Appendix A. Thus the total vibrational energy – kinetic energy plus potential
energy – is written as
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3.3 Quantisation of the vibrational energy: Phonons

To make further progress we need to understand that the energy of a harmonic oscillation is quantised in
units of !". We are most familiar with these quanta being applied to light, where they are called photons.
However, this quantisation applies to all harmonic vibrations, and a single wave of atomic oscillations
is similarly quantised; the quantum in this case is called a phonon.

Fourier relationship between real space  
and time and reciprocal space and time
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We can now write the displacement of a single atom, labelled j in the unit cell of label ℓ in terms of
the mode eigenvector:

! ujℓ(t) = 1
√

Nmj

∑

k,!

ek,! exp(ik · rjℓ) Q(k, !, t) (3.2)

where we have now associated each mode eigenvector with a wave vector k, and introduced a new
complex quantity Q(k, !, t) that absorbs the time dependence and the actual amplitude. This new
quantity is called the normal mode coordinate. Equation (3.2) expresses the Fourier relationship between
atomic displacements in real space and the normal mode coordinates in reciprocal space. The factor of
1/

√
mj reflects the fact that the mode eigenvector contains a factor of √

mj , and the factor of 1/
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will be seen to be convenient when we sum over all atoms.
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We note that since Q(k, !, t) absorbs the time dependence, it will follow that

Q̇(k, !, t) = −i"k,!Q(k, !, t) (3.4)

and thus we can rewrite equation (3.3) as
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3.3 Quantisation of the vibrational energy: Phonons

To make further progress we need to understand that the energy of a harmonic oscillation is quantised in
units of !". We are most familiar with these quanta being applied to light, where they are called photons.
However, this quantisation applies to all harmonic vibrations, and a single wave of atomic oscillations
is similarly quantised; the quantum in this case is called a phonon.

Velocity
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We can now write the displacement of a single atom, labelled j in the unit cell of label ℓ in terms of
the mode eigenvector:

! ujℓ(t) = 1
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where we have now associated each mode eigenvector with a wave vector k, and introduced a new
complex quantity Q(k, !, t) that absorbs the time dependence and the actual amplitude. This new
quantity is called the normal mode coordinate. Equation (3.2) expresses the Fourier relationship between
atomic displacements in real space and the normal mode coordinates in reciprocal space. The factor of
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will be seen to be convenient when we sum over all atoms.
Equation (3.2) can be adapted for the atomic velocity:
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We note that since Q(k, !, t) absorbs the time dependence, it will follow that

Q̇(k, !, t) = −i"k,!Q(k, !, t) (3.4)

and thus we can rewrite equation (3.3) as

u̇jℓ(t) = −i
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3.2 Energy of the crystal in terms of the normal mode coordinates

The prior definitions are convenient in going forward to compute the total kinetic energy of the crystal
in terms of its atomic vibrations. The final result, derived in Appendix A, is
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Similarly, the harmonic potential energy of the crystal can be written as

1
2

∑

j ,j ′

ℓ,ℓ′

uT
jℓ · !j ,j ′

ℓ,ℓ′ · uj ′ℓ′ = 1
2

∑

k,!

"2
k,! |Q (k, !)|2 (3.7)

which is derived in Appendix A. Thus the total vibrational energy – kinetic energy plus potential
energy – is written as
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3.3 Quantisation of the vibrational energy: Phonons

To make further progress we need to understand that the energy of a harmonic oscillation is quantised in
units of !". We are most familiar with these quanta being applied to light, where they are called photons.
However, this quantisation applies to all harmonic vibrations, and a single wave of atomic oscillations
is similarly quantised; the quantum in this case is called a phonon.

Kinetic energy
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We can now write the displacement of a single atom, labelled j in the unit cell of label ℓ in terms of
the mode eigenvector:

! ujℓ(t) = 1
√
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∑
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ek,! exp(ik · rjℓ) Q(k, !, t) (3.2)

where we have now associated each mode eigenvector with a wave vector k, and introduced a new
complex quantity Q(k, !, t) that absorbs the time dependence and the actual amplitude. This new
quantity is called the normal mode coordinate. Equation (3.2) expresses the Fourier relationship between
atomic displacements in real space and the normal mode coordinates in reciprocal space. The factor of
1/

√
mj reflects the fact that the mode eigenvector contains a factor of √

mj , and the factor of 1/
√

N

will be seen to be convenient when we sum over all atoms.
Equation (3.2) can be adapted for the atomic velocity:

u̇jℓ(t) = 1
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ek,! exp(ik · rjℓ) Q̇(k, !, t) (3.3)

We note that since Q(k, !, t) absorbs the time dependence, it will follow that

Q̇(k, !, t) = −i"k,!Q(k, !, t) (3.4)

and thus we can rewrite equation (3.3) as

u̇jℓ(t) = −i
√
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∑
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"k,!ek,! exp(ik · rjℓ) Q(k, !, t). (3.5)

3.2 Energy of the crystal in terms of the normal mode coordinates

The prior definitions are convenient in going forward to compute the total kinetic energy of the crystal
in terms of its atomic vibrations. The final result, derived in Appendix A, is
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Similarly, the harmonic potential energy of the crystal can be written as
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which is derived in Appendix A. Thus the total vibrational energy – kinetic energy plus potential
energy – is written as
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3.3 Quantisation of the vibrational energy: Phonons

To make further progress we need to understand that the energy of a harmonic oscillation is quantised in
units of !". We are most familiar with these quanta being applied to light, where they are called photons.
However, this quantisation applies to all harmonic vibrations, and a single wave of atomic oscillations
is similarly quantised; the quantum in this case is called a phonon.

Potential energy (via Virial theorem)
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We can now write the displacement of a single atom, labelled j in the unit cell of label ℓ in terms of
the mode eigenvector:

! ujℓ(t) = 1
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ek,! exp(ik · rjℓ) Q(k, !, t) (3.2)

where we have now associated each mode eigenvector with a wave vector k, and introduced a new
complex quantity Q(k, !, t) that absorbs the time dependence and the actual amplitude. This new
quantity is called the normal mode coordinate. Equation (3.2) expresses the Fourier relationship between
atomic displacements in real space and the normal mode coordinates in reciprocal space. The factor of
1/
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mj reflects the fact that the mode eigenvector contains a factor of √

mj , and the factor of 1/
√
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will be seen to be convenient when we sum over all atoms.
Equation (3.2) can be adapted for the atomic velocity:

u̇jℓ(t) = 1
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∑
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ek,! exp(ik · rjℓ) Q̇(k, !, t) (3.3)

We note that since Q(k, !, t) absorbs the time dependence, it will follow that

Q̇(k, !, t) = −i"k,!Q(k, !, t) (3.4)

and thus we can rewrite equation (3.3) as

u̇jℓ(t) = −i
√

Nmj

∑

k,!

"k,!ek,! exp(ik · rjℓ) Q(k, !, t). (3.5)

3.2 Energy of the crystal in terms of the normal mode coordinates

The prior definitions are convenient in going forward to compute the total kinetic energy of the crystal
in terms of its atomic vibrations. The final result, derived in Appendix A, is
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Similarly, the harmonic potential energy of the crystal can be written as
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which is derived in Appendix A. Thus the total vibrational energy – kinetic energy plus potential
energy – is written as
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3.3 Quantisation of the vibrational energy: Phonons

To make further progress we need to understand that the energy of a harmonic oscillation is quantised in
units of !". We are most familiar with these quanta being applied to light, where they are called photons.
However, this quantisation applies to all harmonic vibrations, and a single wave of atomic oscillations
is similarly quantised; the quantum in this case is called a phonon.

Total energy, in terms of normal 
mode coordinates
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2.5 Generalisation of the model

The simple model is easily generalised. First we consider more distant neighbours. To make this easier,
we combine and rewrite equations (2.7) and (2.8) as

E = 1
4

∑

n,n′

∑

j ,j ′

!j ,j ′

n,n′

(
uj ,n − uj ′,n′

)2 = 1
2

∑

n,n′

∑

j ,j ′

uj ,n!
j ,j ′

n,n′uj ′,n′ (2.35)

where !n,n′

j ,j ′ is the differential of an individual bond energy with respect to the displacements of the atoms

within the bond, !n,n′

j ,j ′ is the differential of the overall energy with respect to the atomic displacements,
and the factors of 1/4 instead of 1/2 arise because we need to account for the fact that the equation as
written involves counting every interatomic distance twice. The labels n and n′ denote unit cells, and
the labels j and j ′ denote atoms in the unit cell. In our initial model, j and j ′ had values 1 or 2, and we
restricted the set of n and n′ to same and nearest-neighbour unit cells. This generalisation now allows
more than two atoms in the unit cell, and allows interactions between atoms to span distances larger
than nearest neighbours. Close inspection of equation 2.35 shows that

"j ,j ′

n,n′ = −!j ,j ′

n,n′ +
∑

j ′,n′

#j ,j ′#n,n′!j ,j ′

n,n′ (2.36)

We proceed by writing the equation of motion for any atom in the unit cell as

uj ,n(t) = ũj exp (i (kna − $t)) (2.37)

Newton’s equations for this generalised model for the atoms in unit cell labelled n are now given as

$2ej =
∑

j ′,n′

1
√

mj mj ′
"j ,j ′

n,n′ exp(ik(n′ − n)a)ej ′ (2.38)

We can expand this in the form7

! $2e = D(k) · e ⇒ $2 = eT · D(k) · e (2.39)

where

e =

⎛

⎜⎜⎝

...
ej

...

⎞

⎟⎟⎠ (2.40)

and

! Dj ,j ′ (k) = 1
√

mj mj ′

∑

n′

"j ,j ′

0,n′ exp
(
ik · (rj ,0 − rj ′,n′)

)
(2.41)

and where we have generalised to three dimensions in our description of the wave vector and atomic
positions. Clearly in making the generalisation to three dimensions the matrix " also needs to be
expanded to include derivatives of the energy by the vector components of the displacements, but
the book-keeping becomes sufficiently complex (we need another pair of subscripts denoting x, y and
z vector components for the elements of matrix ") that for the purposes here it is best left to your
imagination.

Equations (2.39)–(2.41) represent diagonalisation of the dynamical matrix D(k), with the matrix of
solutions $2 representing the eigenvalues of D(k) and the matrix of e representing the eigenvectors.

7 Here we use the symbol ! to denote a key equation here and onwards in this article.
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Eigenvalue eqn.

Eigenvalues are orthonormal..

directions. Thus the orientation of the axial Fe−N−O group is
most important for the in-plane vibrational directions. This is
similar to what has been concluded for the [Fe(OEP)(NO)]
case. This can be seen in the predicted character of the six most
intense in-plane vibrations for [Fe(DPIX)(NO)] shown in the
MOLEKEL61 depictions of Figure 7. The Fe−N−O orientation

effects may be slightly modified by the asymmetric effects of
peripheral substituents. Previous powder measurements on
Fe(Porph)(NO)], where derivatives included DPIX, PPIX, and
the dianion of mesoporphyrin IX dimethyl ester (MPIX),
showed that small changes in the peripheral porphyrin
substituents had real effects on the iron in-plane vibrational
envelope.62

Although the differences in the structures between [Fe-
(OEP)(NO)]53 and [Fe(DPIX)(NO)]45 are marginally sig-
nificant, at best, the differences are consistent with the observed
differences in the vibrational data. The length of the Fe−
N(NO) bond is 1.7307(7) Å in the OEP derivative and
1.723(3) Å in the DPIX derivative, consistent with the lower-
frequency value of 517 cm−1 in OEP and the 528 cm−1 value in
DPIX. The doming mode differences (158 cm−1 in OEP and
183 cm−1 in DPIX) might correlate with the small differences in
displacement from the four nitrogen-atom plane (0.28 Å in
OEP and 0.26 Å in DPIX), although vibrational mixing with
out-of-plane substituent displacement may also contribute.
Predicting the structural effects on the FeNO bend appears to
be more difficult, and in any case, there is not a meaningful
difference in the two Fe−N−O angles (142.7(1)° in OEP and
143.1(3)° in DPIX).
The current studies continue to demonstrate the unusual

properties of NO as a ligand in iron porphyrinate systems,
especially those of {FeNO}7 systems. These include a strong
trans-directing influence in six-coordinate {FeNO}7 spe-
cies,32−36,63,64 the off-axis tilting of the Fe−NO bond in both
five- and six-coordinate {FeNO}7 complexes,52,53,65 along with

the induced asymmetry of the equatorial Fe−Np bonds, and the
importance of the FeNO orientation on the direction of in-
plane iron motion.37,42 The present Investigation extends these
conclusions to a β-substituted porphyrin system more closely
resembling biologically occurring hemes. Although the bio-
logical significance of the structural deviations from axial
symmetry remain to be explored, the observation of five-
coordinate nitrosyl hemes in NO-signaling proteins66,67

continues to fuel discussion of the contribution of the trans-
directing influence of NO to activation of these proteins.
The important effects of the NO orientation on the iron

vibrational spectrum appears to continue to be significant in
related six-coordinate species. SIP NRVS data collection and
analysis on a crystallographically appropriate six-coordinate NO
derivative are in progress.

Summary. Detailed experimental and theoretical analyses of
oriented single-crystal NRVS of two five-coordinate NO
derivatives, [Fe(OEP)(NO)] and [Fe(DPIX)(NO)], show
that the strongly bonded axial NO ligand markedly affects the
direction of the in-plane iron motion. The major directions of
the in-plane motion are parallel and perpendicular to the
projection of the FeNO plane onto the porphyrin plane. These
directions are oblique to the direction of the in-plane Fe−NP
bonds. The effects of the axial ligand on the in-plane iron
motion appears to be related to the strength of the axial
bonding.
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Figure 7. MOLEKEL depictions of the six most intense (eFe
2 > 0.096)

in-plane vibrations based on the M06-L predictions.
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Figure 5. Schematic representation of the Brillouin zone in two dimensional reciprocal space. The boundaries
bisect and are normal to the vectors from the origin to the neighbouring reciprocal lattice points [2].

The task that we now move on to discuss is how to calculate the components of D(k) from models of
the interatomic potentials.

2.6 Brillouin zone

The wave equations introduced in equations (2.5) and (2.6) have one important property. If we add a
reciprocal lattice vector, G = 2!h/a (where h is an integer) to a value of k we find that

exp (i(G + k)na) = exp(iGna) × exp(ikna) = exp(inh2!) × exp(ikna) = exp(ikna) (2.42)

Thus we find that waves of wave vector k and k + G are identical in terms of their impact on the atoms.8

This result is easily generalise to three dimensions.
This being the case, we only need to consider the set of wave vectors that are not related to each

other by addition of a reciprocal lattice vector G. This set will be contained within the space around the
origin of reciprocal space of volume equal to the reciprocal unit cell. It is convenient to work with a
space-filling volume that is equivalent in size to the reciprocal unit cell but with boundaries that bisect
the vectors between the origin and neighbouring reciprocal lattice points rather than linking reciprocal
lattice points. This is illustrated in two dimensions in Figure 5. The boundaries of the Brillouin zone
have a particular significance in the nature of the dispersion curves, in that the zone boundaries usually
have !"/!k = 0.9

3. NORMAL MODE COORDINATES AND VIBRATIONAL AMPLITUDES

3.1 Definition of the normal mode coordinates

Up to this point we have said nothing about the amplitudes of vibrations save for noting that the e
eigenvector matrix contains information about relative atomic displacements. We denote a particular
eigenvector as e#, where # labels the eigenvector (or branch in the dispersion curve diagram), with
corresponding eigenvalue "2

#. We will also take it to be the case that eigenvectors are normalised and
orthogonal (the latter condition is determined by the mathematics of eigenvectors; the normalisation
condition is arbitrary but reasonable):

eT
# · e# = 1; eT

#′ · e# = $#′,# (3.1)

8 The two waves are not the same in the space between the atoms, but that is only empty space and the difference has no meaning.
9 The exception is when two modes are degenerate at the zone boundary but of different frequencies away from the zone boundary,
in which case the values of !"/!k for the two modes sum to zero.

Dynamical matrix
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φωνή (phonē), sound

•  Phonons are periodic oscillations in condensed systems.

•  They are inherently involved in thermal and electrical conductivity.

•  They can show anomalous (non-linear) behavior near a phase transition.

•  They can carry sound (acoustic modes) or couple to electromagnetic radiation or neutrons 
(acoustical and optical).

•  Have energy of ћω as quanta of excitation of the lattice vibration mode of angular   frequency ω. 
Since momentum, ћk, is exact, they are delocalized, collective excitations.

•  Phonons are bosons, and they are not conserved. They can be created or annihilated    during 
interactions with neutrons or photons.

•  They can be detected by Brillouin scattering (acoustic), Raman scattering, FTIR (optical).

• Their dispersion throughout the BZ can ONLY be monitored with x-rays (IXS), or neutrons (INS).

• Accurate prediction of phonon dispersion require correct knowledge about the force constants: 
COMPUTATIONAL TECHNIQUES ARE ESSENTIAL.

 PHONON’s: 



 PHONONS (cont’d)
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The energy of a single oscillation that is quantised can be written as the number of phonons excited,
n, plus a constant value:

! En =
(

n + 1
2

)
!! (3.9)

the additional constant value of !!/2 is called the zero point energy, and reflects the fact that in quantum
mechanics a harmonic oscillator can never be at rest. Thus we can write equation (3.8) as

E =
∑

k,"

!2
k," |Q (k, ")|2 =

∑

k,"

(
nk," + 1

2

)
!!k,". (3.10)

We have effectively switched the question from the wanting to know about the amplitude of the normal
mode to one of knowing the value of nk,". In practice it is not the instantaneous value of nk," that we
need, but its average value at a particular temperature. It turns out that the average value of nk," only
depends on k and " through the dependence on !k,":

!
〈
n(!k,")

〉
= 1

exp(!!k,"/kBT ) − 1
(3.11)

This is known as the Bose–Einstein equation. Given that the average number of excited phonons depends
only on the frequency, and that in a harmonic system its excited waves are independent of each other,
we can extract a single normal mode and write

!2
k,"

〈
|Q(k, ")|2

〉
=

(〈
n(!k,")

〉
+ 1

2

)
!!k," (3.12)

It is useful at this point to note that in the limit kBT > !!k,", the Bose–Einstein relation tends – actually
remarkably quickly – towards the approximate form

〈
n(!k,")

〉
+ 1

2
→ kBT /!!k," (3.13)

In this case, the total energy of a single wave tends towards the well-known classical value kBT .

3.4 Crystal Hamiltonian in terms of the normal mode coordinates

Using the previous analysis, the Hamiltonian of the harmonic crystal, namely the sum of the kinetic and
potential energies, is written in the form of

! H = 1
2

∑

j ,ℓ

mj

∣∣u̇jℓ

∣∣2 + 1
2

∑

j ,j ′

ℓ,ℓ′

uT
jℓ · #j ,j ′

ℓ,ℓ′ · uj ′ℓ′ =
∑

k,"

∣∣Q̇ (k, ")
∣∣2 +

∑

k,"

!2
k," |Q (k, ")|2

(3.14)

This is an extremely powerful equation, in part because it is very simple, and in part also because one
can imagine extending this for the effects of higher-order anharmonic interactions:

H = 1
2

∑

k,"

∣∣Q̇k,"
∣∣2 + 1

2

∑

k,"

!2
k,"

∣∣Qk,"
∣∣2 +

∑

n

1
n!

∑

k1···kn
"1···"n

$k1···kn

"1···"n
Qk1,"1 . . . Qkn,"n

(3.15)

It is outside the scope of this paper to explore this further, but for weakly anharmonic crystals it is
possible to treat the anharmonic terms as small perturbations of the harmonic Hamiltonian, and to
use various approximation schemes to incorporate them into the harmonic terms with renormalised
parameters.

Energy of a single oscillation as a function of number of phonons. 
The second term +1/2 is the “zero-point” energy. 
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The energy of a single oscillation that is quantised can be written as the number of phonons excited,
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n + 1
2

)
!! (3.9)

the additional constant value of !!/2 is called the zero point energy, and reflects the fact that in quantum
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∑
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We have effectively switched the question from the wanting to know about the amplitude of the normal
mode to one of knowing the value of nk,". In practice it is not the instantaneous value of nk," that we
need, but its average value at a particular temperature. It turns out that the average value of nk," only
depends on k and " through the dependence on !k,":
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〈
n(!k,")

〉
= 1

exp(!!k,"/kBT ) − 1
(3.11)

This is known as the Bose–Einstein equation. Given that the average number of excited phonons depends
only on the frequency, and that in a harmonic system its excited waves are independent of each other,
we can extract a single normal mode and write
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)
!!k," (3.12)

It is useful at this point to note that in the limit kBT > !!k,", the Bose–Einstein relation tends – actually
remarkably quickly – towards the approximate form

〈
n(!k,")

〉
+ 1

2
→ kBT /!!k," (3.13)

In this case, the total energy of a single wave tends towards the well-known classical value kBT .

3.4 Crystal Hamiltonian in terms of the normal mode coordinates

Using the previous analysis, the Hamiltonian of the harmonic crystal, namely the sum of the kinetic and
potential energies, is written in the form of

! H = 1
2

∑

j ,ℓ

mj
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∣∣2 + 1
2

∑

j ,j ′
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uT
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∑

k,"

∣∣Q̇ (k, ")
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∑

k,"

!2
k," |Q (k, ")|2

(3.14)

This is an extremely powerful equation, in part because it is very simple, and in part also because one
can imagine extending this for the effects of higher-order anharmonic interactions:

H = 1
2

∑

k,"

∣∣Q̇k,"
∣∣2 + 1

2

∑

k,"

!2
k,"

∣∣Qk,"
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∑

n

1
n!

∑

k1···kn
"1···"n
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Qk1,"1 . . . Qkn,"n

(3.15)

It is outside the scope of this paper to explore this further, but for weakly anharmonic crystals it is
possible to treat the anharmonic terms as small perturbations of the harmonic Hamiltonian, and to
use various approximation schemes to incorporate them into the harmonic terms with renormalised
parameters.

Total energy, in terms of normal 
mode coordinates
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The energy of a single oscillation that is quantised can be written as the number of phonons excited,
n, plus a constant value:

! En =
(

n + 1
2

)
!! (3.9)

the additional constant value of !!/2 is called the zero point energy, and reflects the fact that in quantum
mechanics a harmonic oscillator can never be at rest. Thus we can write equation (3.8) as
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2
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We have effectively switched the question from the wanting to know about the amplitude of the normal
mode to one of knowing the value of nk,". In practice it is not the instantaneous value of nk," that we
need, but its average value at a particular temperature. It turns out that the average value of nk," only
depends on k and " through the dependence on !k,":
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〈
n(!k,")

〉
= 1

exp(!!k,"/kBT ) − 1
(3.11)

This is known as the Bose–Einstein equation. Given that the average number of excited phonons depends
only on the frequency, and that in a harmonic system its excited waves are independent of each other,
we can extract a single normal mode and write
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)
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It is useful at this point to note that in the limit kBT > !!k,", the Bose–Einstein relation tends – actually
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2
→ kBT /!!k," (3.13)

In this case, the total energy of a single wave tends towards the well-known classical value kBT .

3.4 Crystal Hamiltonian in terms of the normal mode coordinates

Using the previous analysis, the Hamiltonian of the harmonic crystal, namely the sum of the kinetic and
potential energies, is written in the form of
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uT
jℓ · #j ,j ′

ℓ,ℓ′ · uj ′ℓ′ =
∑

k,"

∣∣Q̇ (k, ")
∣∣2 +

∑

k,"

!2
k," |Q (k, ")|2

(3.14)

This is an extremely powerful equation, in part because it is very simple, and in part also because one
can imagine extending this for the effects of higher-order anharmonic interactions:
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2

∑

k,"

!2
k,"

∣∣Qk,"
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(3.15)

It is outside the scope of this paper to explore this further, but for weakly anharmonic crystals it is
possible to treat the anharmonic terms as small perturbations of the harmonic Hamiltonian, and to
use various approximation schemes to incorporate them into the harmonic terms with renormalised
parameters.

Bose-Einstein statistics for average number  
of modes at a given temperature
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The energy of a single oscillation that is quantised can be written as the number of phonons excited,
n, plus a constant value:
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)
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the additional constant value of !!/2 is called the zero point energy, and reflects the fact that in quantum
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)
!!k," (3.12)

It is useful at this point to note that in the limit kBT > !!k,", the Bose–Einstein relation tends – actually
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In this case, the total energy of a single wave tends towards the well-known classical value kBT .

3.4 Crystal Hamiltonian in terms of the normal mode coordinates

Using the previous analysis, the Hamiltonian of the harmonic crystal, namely the sum of the kinetic and
potential energies, is written in the form of
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This is an extremely powerful equation, in part because it is very simple, and in part also because one
can imagine extending this for the effects of higher-order anharmonic interactions:
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It is outside the scope of this paper to explore this further, but for weakly anharmonic crystals it is
possible to treat the anharmonic terms as small perturbations of the harmonic Hamiltonian, and to
use various approximation schemes to incorporate them into the harmonic terms with renormalised
parameters.

Hamiltonian of the system: 

H=Kin. En. + Pot. En 
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4. THERMODYNAMICS AND DENSITY OF STATES

4.1 Thermodynamic functions

In the derivation of the Bose–Einstein distribution given in Appendix B, we derive the equation for the
partition function of a harmonic oscillator of angular frequency !, Z:

Z = 1
1 − exp(−"!!)

(4.1)

The free energy is related to Z via

F = −kBT lnZ (4.2)

and thus we obtain

! F = kBT
∑

k,#

ln[2 sinh(!!k,#/2kBT )] (4.3)

Other thermodynamic quantities, such as the heat capacity, can be obtained by appropriate
differentiation of F (e.g. the heat capacity is equal to −T !2F/!T 2).

4.2 Density of states

Given that the thermodynamic functions only depend on the frequency of the normal mode and not
directly on its wave vector or mode eigenvector, one way to perform the summations over all modes
and wave vectors is to simply generate a list of frequency values for a grid of wave vectors from one’s
favourite lattice dynamics program.10 If the grid is sufficiently fine, it is possible to then generate a
histogram of frequency values, and such a histogram is called the density of states, g(!). Formally we
note that the density of states is defined such that the number of modes with angular frequency in the
range ! → ! + d! is equal to g(!)d!. Then the summations in the thermodynamic functions can be
replaced by appropriate integrals. For example, the energy can be written as

E =
∑

k,#

(〈
n(!k,#)

〉
+ 1

2

)
!!k,# ≡

∫ (
⟨n(!)⟩ + 1

2

)
!! g(!) d!. (4.4)

From a computational perspective, this is not particularly interesting. However, in the limit of
low-frequency, the density of states only contains contributions from the acoustic modes, and in
this case it is possible to obtain a mathematical equation for g(!). Moreover, for thermodynamic
applications, the only modes that will be excited at low temperatures according to the Bose–Einstein
equation are the lower-frequency acoustic modes, and an exact expression for g(!) for these modes will
enable thermodynamic properties to be calculated exactly. We make the (unnecessary but pedagogical)
approximation that the frequencies of the acoustic modes follow a simple linear dependence on wave
vector, ! = ck, where c is an average sound velocity. Because this is a linear problem, we can compute
g(!) from the distribution of wave vector values, g(k). Writing the volume of the crystal as V , and
defined with N unit cells and hence N wave vectors, the number of wave vectors per unit volume of
reciprocal space is equal to V/(2$)3. Thus in a spherical shell of radius k and thickness dk, the number
of wave vectors will be equal to

g(k) dk = V

(2$)3
4$k2 dk. (4.5)

10 Some care is needed in setting up this grid. For example, if it includes special points in reciprocal space, these may need to
be weighted slightly differently than general points if the griding is performed over the a symmetrically-unique segment of the
Brillouin zone. It may sometimes be useful to use a random set of wave vectors rather than wave vectors across a uniform grid.

And, some thermodynamics

Partition function (Zustandsumme)
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low-frequency, the density of states only contains contributions from the acoustic modes, and in
this case it is possible to obtain a mathematical equation for g(!). Moreover, for thermodynamic
applications, the only modes that will be excited at low temperatures according to the Bose–Einstein
equation are the lower-frequency acoustic modes, and an exact expression for g(!) for these modes will
enable thermodynamic properties to be calculated exactly. We make the (unnecessary but pedagogical)
approximation that the frequencies of the acoustic modes follow a simple linear dependence on wave
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differentiation of F (e.g. the heat capacity is equal to −T !2F/!T 2).
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applications, the only modes that will be excited at low temperatures according to the Bose–Einstein
equation are the lower-frequency acoustic modes, and an exact expression for g(!) for these modes will
enable thermodynamic properties to be calculated exactly. We make the (unnecessary but pedagogical)
approximation that the frequencies of the acoustic modes follow a simple linear dependence on wave
vector, ! = ck, where c is an average sound velocity. Because this is a linear problem, we can compute
g(!) from the distribution of wave vector values, g(k). Writing the volume of the crystal as V , and
defined with N unit cells and hence N wave vectors, the number of wave vectors per unit volume of
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In the derivation of the Bose–Einstein distribution given in Appendix B, we derive the equation for the
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Z = 1
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The free energy is related to Z via

F = −kBT lnZ (4.2)

and thus we obtain
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Other thermodynamic quantities, such as the heat capacity, can be obtained by appropriate
differentiation of F (e.g. the heat capacity is equal to −T !2F/!T 2).

4.2 Density of states

Given that the thermodynamic functions only depend on the frequency of the normal mode and not
directly on its wave vector or mode eigenvector, one way to perform the summations over all modes
and wave vectors is to simply generate a list of frequency values for a grid of wave vectors from one’s
favourite lattice dynamics program.10 If the grid is sufficiently fine, it is possible to then generate a
histogram of frequency values, and such a histogram is called the density of states, g(!). Formally we
note that the density of states is defined such that the number of modes with angular frequency in the
range ! → ! + d! is equal to g(!)d!. Then the summations in the thermodynamic functions can be
replaced by appropriate integrals. For example, the energy can be written as

E =
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∫ (
⟨n(!)⟩ + 1

2
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!! g(!) d!. (4.4)

From a computational perspective, this is not particularly interesting. However, in the limit of
low-frequency, the density of states only contains contributions from the acoustic modes, and in
this case it is possible to obtain a mathematical equation for g(!). Moreover, for thermodynamic
applications, the only modes that will be excited at low temperatures according to the Bose–Einstein
equation are the lower-frequency acoustic modes, and an exact expression for g(!) for these modes will
enable thermodynamic properties to be calculated exactly. We make the (unnecessary but pedagogical)
approximation that the frequencies of the acoustic modes follow a simple linear dependence on wave
vector, ! = ck, where c is an average sound velocity. Because this is a linear problem, we can compute
g(!) from the distribution of wave vector values, g(k). Writing the volume of the crystal as V , and
defined with N unit cells and hence N wave vectors, the number of wave vectors per unit volume of
reciprocal space is equal to V/(2$)3. Thus in a spherical shell of radius k and thickness dk, the number
of wave vectors will be equal to

g(k) dk = V

(2$)3
4$k2 dk. (4.5)

10 Some care is needed in setting up this grid. For example, if it includes special points in reciprocal space, these may need to
be weighted slightly differently than general points if the griding is performed over the a symmetrically-unique segment of the
Brillouin zone. It may sometimes be useful to use a random set of wave vectors rather than wave vectors across a uniform grid.

Number of wave vectors in a spherical shell 
of radius k per unit volume of reciprocal space.  
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Substituting for k = !/c and dk = d!/c, we obtain

g(!) = 3V

2"2c3
!2 (4.6)

where the factor of 3 accounts for the number of acoustic modes for each wave vector. The relationship
g(!) ∝ !2 is a general result that is seen in calculations or measurements on any ordered crystalline
materials. If one sees departures from this relationship, the system will contain excitations that are not
described by simple harmonic travelling waves. Typically this might be found in disordered materials.11

Increasingly we are seeing measurements of the density of states using neutron or x-ray scattering12

being used as a probe of variations of phonon frequencies with parameters such as temperature,
particularly when single crystals for full measurements of dispersion curves are not available.

4.3 Heat capacity at low temperatures

With some manipulation, it can be shown that equation 4.4 for the energy in the limit of low temperature
for the form of g(!) given by equation 4.6 can be solved to give

E = V "2(kBT )4

10(c!)3
(4.7)

(See, for example, Chapter 9 of reference 2.) It thus follows that the heat capacity has the form

cV = 2V "2kB

5(c!/kB)3
T 3 = N

12"4kB

5

(
T

#D

)3

; #D = c!
kB

(
6"2N

V

)1/3

(4.8)

We see that the heat capacity at low temperature will vary as T 3, a result that has been confirmed for
many crystalline materials. We have written the heat capacity in terms of the material constant #D, which
is known as the Debye temperature.

This result is important in three regards. First, as noted above, it is seen to be obeyed by a large
number of crystalline materials, and this analysis enables to understand why. Second, in metals there is
an important contribution to the heat capacity from the electrons that varies linearly with temperature at
low temperature, and having an expression for the phonon contribution to the heat capacity enables the
electronic component to be extracted. Third, some disordered materials – particularly many amorphous
materials – are found to have a heat capacity that varies more closely to linearly with temperature than
the T 3 law; with the theoretical support for the T 3 law we immediately understand that the departure
from this law implies the need for a deeper understanding of the thermodynamics of amorphous
materials.

5. EXPERIMENTAL STUDIES

5.1 Classical theory of inelastic neutron and x-ray scattering

In this section we discuss the results from experimental studies of lattice dynamics of a number of
different systems. Traditionally the key technique has been inelastic neutron scattering. Before we
present representative results, we will sketch a classical theory of inelastic scattering, a theory that
will apply also to inelastic scattering of x-rays.

We start by considering the process of elastic scattering radiation from an assembly of atoms, where
the scattered beam has the same wavelength/energy as the incident beam.13 Figure 6 shows the path of

11 It is a simple generalisation of this formalism to show that for d-dimensional systems g(!) ∝ !d−1.
12 Technically the experimental measurements will be weighted by the scattering power of each atoms.
13 Actually we do not need to assume that the wavelength doesn’t change through the scattering process, and the following
equations can easily be rewritten allowing for a change of wavelength.
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Phonon density of states

Many thermodynamic functions like free energy, specific heat, and entropy are 
additive functions of phonon density of states.  

This stems from the notion that the normal modes do not interact in the harmonic 
approximation.  

Phonon density of states is the number of modes in a unit energy interval. 

cv (T ) = 3Nk
h2ω 2ehω kT

(kT )2 (1− ehω kT )2∫ ⋅ g(ω) ⋅dω Vibrational specific heat



cv (T ) = 3kB (βE / 2)2 csch(βE)∫ ⋅ g(E) ⋅dE

If we choose to write in terms of energy, 

Sv (T ) = 3kB βE 2•coth(βE){ − ln 2sinh(βE)[ ]}⋅ g(E) ⋅dE
0

∞

∫

E = hω,    β =1 kBT

Vibrational specific heat

Vibrational entropy

fLM = e
−ER {g(E )/2}.coth(βE 2)∫ dE Lamb-Mössbauer factor

Debye Sound velocity

Phonon density of states is a key ingredient for many thermodynamic properties

g(E) = 3m
2π 2h3ρvD

3 E
2

F =
M
h2

E 2g(E)dE
0

∞

∫ Average restoring force constant
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Abstract
The maximum entropy and reverse Monte Carlo methods are applied to the
computation of the phonon density of states (DOS) from heat capacity data.
The approach is introduced and the formalism is described. Simulated data are
used to test the method, and its sensitivity to noise. Heat capacity measurements
from diamond are used to demonstrate the use of the method with experimental
data. Comparison between maximum entropy and reverse Monte Carlo results
shows that the form of the entropy used here is correct, and that results are
stable and reliable. Major features of the DOS are picked out, and acoustic
and optical phonons can be treated with the same approach. The treatment set
out in this paper provides a cost-effective and reliable method for studies of the
phonon properties of materials.

1. Introduction

It is nearly a century since Einstein’s paper ‘The Planck theory of radiation and the theory of
specific heat’ was published [1]. This well cited paper detailed a simple approximation for the
phonon contribution to the specific heat of solids. Along with Debye’s theory of the specific
heat due to acoustic phonons [2] it has become the stuff of textbook legends. Both methods
are still used regularly (e.g. to separate the magnetic and phonon contributions to the specific
heat [3]).

Interest in lattice vibrations is timely because of the discovery that phonons play a
significant role in the physics of cuprates [4]. In this regard, it would be useful to have greater
experimental access to information about phonons. Currently there are two major methods
used to probe lattice excitations; Raman (and Raleigh) scattering, where only the zone-centre
phonons are measured [2] and neutron scattering, which requires large scale facilities. Even
with recent neutron scattering developments such as MAPS at ISIS, the observation of phonon
modes across the entire Brillouin zone is extremely difficult, and an array of large single
crystals is required. In a typical triple-axis instrument, only a few points along high symmetry
directions are determined, with the phonon DOS inferred from a model of internuclear forces
using the dynamical matrix formalism [2]. There have been some recent attempts to classify
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the phonon DOS from specific heat measurements [5, 6]. The approach in [5] was relatively
effective and could be applied to experimental data, but suffered from unphysical negative
densities of states. Also, the basis set decomposition that was described is expected to be
significantly less effective when applied to systems with both acoustic and optical phonons.

The method described in this paper may be used to classify the phonons in many different
kinds of material, and has the advantage that the only equipment requirement is a heat-capacity
rig and a modern personal computer. Both these pieces of equipment are very common in solid
state laboratories and therefore I expect this method to be of great use to the condensed matter
community. The paper is organized as follows. The formalism of the maximum entropy
and reverse Monte Carlo methods is introduced in section 2. In section 3, I test the method
using simulated heat capacity data. I also determine the phonon DOS of diamond. Finally,
conclusions and recommendations are given in section 4.

2. Methodology and formalism

The maximum entropy method (MAXENT) is based on the principles of Bayesian inference
and can be used to provide a general framework for the solution of inverse problems in physics.
In this section, I describe how maximum entropy methods can be used to extract the density
of phonon states from heat-capacity data.

The specific heat due to phonons is related to the phonon density of states according to
the integral transform

cv(T ) = 3R
∫ ∞

0
dω D(ω)

h̄2ω2eh̄ω/kT

(kT )2(1 − eh̄ω/kT )2
(1)

where D(ω) is the phonon DOS and R is the gas constant. For non-magnetic insulators, this is
the major form of the specific heat. The DOS may be discretized by writing D(n"ω) ≡ sn"ω,
so that the problem is reformulated as a matrix equation,cv(Ti) = ∑

j Ki j s j . The kernel matrix
is written as Ki j = 3Ry2ey/(1−ey)2 and y = h̄ω/kT . The matrix may not simply be inverted,
since there are typically more unknowns than data points, leading to a serious over-fitting of
the data, while the integral transform can be inverted, but the problem is ill conditioned; it is
very sensitive to errors in the data. In particular, experimental noise and discrete (incomplete)
data will negate the results [7–9]. Some attempts have been made to ease the problems of ill
conditioning by using alternative basis sets [5, 6]. However, these lead to negative densities
of states, and in particular the results of [6] have a clearly unphysical form for low frequency
phonons, which, being acoustic in nature, should tend to zero according to an ω2 form rather
than diverging. Similarly, one may not simply apply least squares fitting, since for useful
results there are significantly more fitting parameters than data points. A common approach
to avoiding over-fitting involves introducing a regularization process. Two schemes will be
discussed in this paper: the maximum entropy scheme and the reverse (or Markov chain)
Monte Carlo method.

The essence of the MAXENT approach is that the most probable fit to an inverse problem
in the absence of data is located where a large number of similar data configurations are present.
A large number of similar configurations corresponds to a minimally contorted spectrum (or
DOS in this case). Small changes in the DOS then lead to small changes in the value of χ2.
In the current problem, over-fitting would lead to a D(ϵ) that rapidly oscillates from negative
to positive values, which is clearly unphysical since the DOS must be positive. Formally, the
regularization is introduced via a ‘free energy’, which is a sum of the familiar χ2 goodness of
fit parameter and an entropy term, S,

F = χ2{si } + αS{si } (2)
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where

χ2 =
Nd∑

i=1

cobs(Ti) − ccalc(Ti )

σ 2
i

(3)

S =
Ns∑

i=1

[
mi − si + si ln

(
si

mi

)]
(4)

σ 2 is the standard deviation, Nd is the number of data, and Ns is the number of discrete points
in the DOS.

The entropy is multiplied by a hyper-parameter (nuisance parameter), α, which has a
similar role to temperature in the analogous statistical system. An additional spectrum, mi ,
is introduced, which is known as the default model. The default model contains information
that is already known about the system, and is the default result of minimizing the free energy
(equation (2)) in the absence of data, i.e. without the χ2 term. Since in this problem I examine
the density of states, it is known that the spectrum, si , may only contain positive values.
It is also known that the normalization of the spectrum is the number of atoms in the unit
cell. Therefore, the default model chosen throughout this work is a flat positive distribution
normalized to the number of modes. Nothing else is assumed.

The maximum entropy method comes in several different flavours. In this paper, I
use Bryan’s algorithm [10]. Bryan’s algorithm differs somewhat from the historic approach
since the hyper-parameter α is chosen from a continuous probability distribution. In historic
MAXENT, α is typically chosen so that χ2 = Nd. This is intuitive, but will normally lead
to under-fitting of the data, since neighbouring data points can have closely related values.
Closely related data points result in an effective error of the combined points which is lower
that that of individual points considered separately.

When implementing Bryan’s algorithm, the spectrum is calculated from the weighted
average of spectra calculated for all α values,

si =
∫ ∞

0
P[α|sα]siα dα. (5)

The probability distribution P[α|s] is calculated as in [10]. A singular value decomposition
is also introduced to reduce the total number of search directions. The resulting algorithm
is fast and with the integration over the nuisance parameter is fully consistent with Bayesian
analysis. Furthermore, a positive density of states is guaranteed.

The reverse Monte Carlo (RMC) method is used to validate the MAXENT results and to
demonstrate an alternative scheme. The RMC method treats all possible data configurations
as an ensemble, and averages over all possible data sets, weighted by the likelihood function
e−χ2/2T . A new parameter, T , is introduced, which is a nuisance parameter similar to α.1 In
the spirit of statistical mechanics, the Metropolis algorithm with E ≡ χ2 is used here as an
efficient approach to the averaging of the spectrum over the ensemble defined by the likelihood.

The algorithm proceeds as follows. A change to a variable is suggested. If the change
leads to a reduction in χ2, then it is accepted. Otherwise, it may still be accepted according to
the probability P = exp(−$E/kT ) ($E is the difference between χ2 values before and after
the change). Such a scheme is one of the simplest which is consistent with the principle of
detailed balance. It is instructive to note the close relationship between reverse Monte Carlo
and MAXENT algorithms. In the event of uncontorted data, there will be many available states
for the RMC algorithm, and the overall sampling rate is greatly increased. Put another way,
the local entropy of the configuration space is higher. In this way, states with higher entropy

1 Note that T acts as a temperature, but is not the same as the temperature argument of the specific heat.
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Figure 1. Simulated data corresponding to a Debye spectrum with ωD = 50 meV. An error of 0.3%
has been added. Also shown is the fit to the data using Bryan’s algorithm. The Debye spectrum
has the correct low frequency behaviour and also has a sharp cut-off typical of the phonon DOS at
the Brillouin zone boundary.
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Figure 2. Alpha probability for Bryan’s algorithm (left axis). Note that the distribution is not
sharp as is assumed in the case of classic and historic MAXENT. Calculations are carried out for a
series of α values, and then a weighted sum of resulting spectra is computed to arrive at the most
probable DOS. The input data was a Debye specific heat with 0.3% data error as shown in 1.

with the Dulong–Petit law. The data error in this case is 0.3% of the saturation value, or
∼0.075 J K−1 mol−1. Such an error is easily achievable with standard laboratory equipment.

It is instructive to note that the integration over the nuisance parameter inherent in Bryan’s
algorithm is important. The distribution of P[α|s] is shown in figure 2. Note that the
distribution is not a sharply peaked δ-function as is assumed in the case of classic and historic
MAXENT. Clearly, the distribution is significant for 0 < α < 12.5. A weighted sum of
the resulting spectra is therefore needed to arrive at the most probable DOS, and historic and
classic methods which treat only one α value should be approached with care.

A very simple model is shown in figure 3. As before, the simulated spectrum was forward
transformed to determine cv(T ), and then Gaussian noise was applied before inverting the
transform. The simulation technique ensures that there is an exact answer to compare with.
The underlying DOS is a broadened ‘optical’ phonon represented as a Gaussian, and spectra
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which means that the bcc phase is dynamically unstable. However,
taking into account the temperature effects, as described in ref. 14,
the bcc-Fe phase, according to our calculations, becomes dynami-
cally stable at temperature above 4,500–5,500 K, depending on
the pressure. Typical phonon dispersion curves of bcc-Fe with
an atomic volume of 7.35 Å3∕atom (V∕V0 ¼ 0.62) corresponding
to a pressure of 235 GPa and temperature of 4,500 K and 5,000 K
are shown in Fig. 1. The phonon dispersion curves show a similar
behavior as for the high-temperature δ-Fe phase. The frequencies
over the whole Brillouin zone are increased to higher values due to
the high pressure, especially for the LA mode. The dynamic
stability of the bcc-Fe phase at high pressures could only be driven
by temperature. This temperature induced phase transformation
is of great geophysical importance, because it means that iron in
the interior of theEarth can be dynamically stable in the bcc phase.

As a result of the temperature effect at zero pressure, one can
also see the bands of the phonon density of states (DOS) shifted
to the low energy side and broadening in δ-Fe as shown in Fig. 2.
Generally, the anharmonic effect is mainly responsible for the
softening of the branch with the highest frequency. The result
indicates a strong softening of the TA2 mode at a temperature
of 1,750 K and ambient pressure, which should be partly related
to the fact that the magnetic order transforms to a local order
phase. For comparison, the phonon DOS of the high-pressure
and high-temperature iron (HP-HT) bcc-Fe phase shows a similar
distribution with the one of the δ-Fe phase and the frequencies
have hardened due to the elevated pressure.

The TA2 branch damping originates from a local structural
distortion of the cubic lattice, characterized by the shear strain
of the (110) planes along the [1–10] direction, which is favored
by a small elastic constant and by small TA2 [ξξ0] phonon ener-
gies (21). The damping implies that the bcc phase may tend to
be unstable toward the formation of a close-packed structure
as the temperature is decreased (22). Hence, the HP-HT phase
of Fe is dynamically stable in the bcc phase, and can therefore
compete or coexist with other structures at the Earth’s core
conditions.

We now come to the central part of this communication, namely
a pressure-temperature phase diagram of Fe where the bcc phase
is dynamically stable. The phase diagram is based on self-consis-
tent ab initio lattice dynamic (SCAILD) calculations, made in the
region 150 GPa < P < 380 GPa, and 3;000 K < T < 7;500 K. If
imaginary frequencies were found at the end of each self-consis-
tent SCAILD calculation, the material was labeled as dynamically

unstable; otherwise it is labeled as dynamically stable. In Fig. 3,
we present the phase diagram, covering a pressure—temperature
that is usually relevant for the Earth’s inner core (a pressure ran-
ging from 150 to 380GPa and temperature from 3,000 to 7,500 K).
It can be seen from the figure that above a certain temperature,
bcc-Fe becomes lattice dynamically stable whereas below this
temperature bcc-Fe is dynamically unstable (i.e., our phonon
calculations result in one or several imaginary eigenvalues) and
hence this phase must transform to another structure. The phase
boundary describing this transition ranges from 150 GPa and
approximately 3,000 K to 380 GPa and approximately 5,000 K
(Fig. 3). It should be noted that the temperature needed to stabi-
lize the bcc structure is increasing with increasing pressure. As
a matter of fact, the general shape of this phase boundary follows
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Fig. 1. The phonon dispersion curves of bcc-Fe as a function of temperature.
The green and yellow color lines give the simulation for low-temperature
phase of α-Fe and high-temperature phase of δ-Fe, respectively, at ambient
pressure. The red color lines show the simulation at high pressure with rela-
tive volume of V∕V0 ¼ 0.62, where solid line indicates the phonon dispersion
at a temperature of 4,500 K, and the dotted line presents the one at tem-
perature of 5,000 K, respectively.
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Fig. 2. The temperature-dependent phonon DOS of bcc-Fe are simulated at
ambient pressure and a pressure of 235 GPa (corresponding to the relative
volume V∕V0 ¼ 0.62), respectively. The green line represents ferromagnetic
α-Fe at ambient pressure and a temperature of 1,150 K. [This gives a good
agreement with experimental data on phonon DOS measured for α-Fe at
a pressure of 6 GPa and temperature of 920 K (20)]. The orange line shows
the δ-Fe at a temperature of 1,750 K. The red solid is obtained for a nonmag-
netic bcc-Fe phase at a temperature of 4,500 K.
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shock wave experiments of Yoo et al. (3). The orange error bar shows the
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Here, using self-consistent ab initio lattice dynamical calculations
that go beyond the quasiharmonic approximation, we show that
the high-pressure high-temperature bcc-Fe phase is dynamically
stable. In this treatment the temperature-dependent phonon
spectra are derived by exciting all the lattice vibrations, in which
the phonon–phonon interactions are considered. The high-pressure
and high-temperature bcc-Fe phase shows standard bcc-type
phonon dispersion curves except for the transverse branch, which
is overdamped along the high symmetry direction Γ-N, at tempera-
tures below 4,500 K. When lowering the temperature down to a
critical value TC, the lattice instability of the bcc structure is
reached. The pressure dependence of this critical temperature is
studied at conditions relevant for the Earth’s core.

ab initio ∣ anharmonic lattice dynamics ∣ high pressure and high
temperature ∣ inner core

The understanding of the Earth’s core is one of the corner-
stones of modern geophysics. The Earth’s inner core, where

the pressure is around 330–365 GPa, consists mainly of solid iron
(1). The shock wave-derived melting curve (2–5) for Fe indicated
that the melting temperature of Fe increased from 6,000 up to
8,000 K as the pressure is increased from 200 to 365 GPa, closely
corresponding to the conditions for the Earth’s core. Under
laboratory conditions, one can presently achieve the Earth’s outer
core’s pressures and temperatures to investigate the structure
stability of iron. Recent experiments have shown that Fe doped
with 10% Ni adopts the bcc structure at a pressure of 240 GPa
and a temperature of 3,300 K (6). On the other hand, extrapola-
tion of experimental results by Mao et al. (7) have suggested that
a small doping of Ni does not stabilize the bcc phase over the hcp
phase for pressures corresponding to the inner-core conditions.

Ab initio quantum mechanical calculations provide an alterna-
tive route to study these extreme conditions for iron. They usually
have a sufficiently high accuracy for low temperatures. However,
to describe properly the high-temperature thermal properties
of materials, one must include the interaction between phonons
that gives rise to the anharmonic effects in the lattice. There
are two main theoretical methods that can be used, namely,
molecular dynamics (MD) or quasiharmonic lattice dynamics.
Belonoshko et al. have calculated the entropy (8) and mechanical
properties of Fe (9) using classical as well as ab initio MD
simulations, and found that the bcc phase is stabilized by entropy
over the hcp phase and is dynamically stable at the Earth’s inner-
core conditions. The quasiharmonic lattice dynamics neglect
anharmonicity; therefore the information on the temperature
dependence of the vibrational modes and the interactions that
are responsible for the high-temperature phase stability is lost.
Information based on this approximation has ruled out that
the bcc phase of pure Fe is stable in the inner core (10, 11),
on the assumption that the anharmonic contribution is not
enough to make up for the free energy difference between the
bcc and hcp phase. However, for many transition metals it is
shown that the phonon–phonon coupling stabilizes the high-tem-

perature bcc phase over the hcp phase, due to a large entropy
relative to other lattice configurations (12–14).

At ambient pressure, iron takes various crystal phases depend-
ing on temperature: bccα-Fe (<1;185 K), fcc γ-Fe (1,185–1,667K)
and bcc δ-Fe (1,667–1,811 K, where the latter temperature is
the melting point). The α-Fe phase is ferromagnetic at low
temperatures. Above 1,185 K, iron is already paramagnetic (the
Curie temperature of bcc-Fe is 1,044 K) until melting occurs
(15, 16). Under the application of pressure at room temperature,
α-Fe undergoes a transition at 13 GPa to the hcp structure, the
so-called ϵ-phase (17), accompanied by a loss of the ferromagnetic
order (18). At room temperature, the hcp phase is stable, at least
up to 3,00 GPa (19).

Much less is known about the HP-HT Fe phase, an unfortunate
fact given this material’s great geophysical importance in the
Earth’s core regime. In the present work, we study the lattice
dynamics stability of the bcc-Fe phase under the Earth’s core
conditions and we demonstrate that there is a firm region in
the P-T phase diagram where bcc-Fe is dynamically stable.

Results and Discussion
Above the Curie temperature and at zero pressure, we find,
according to our calculations, that the δ-Fe phase is stable for
an antiferromagnetic state, whereas the nomagnetic state is
dynamically unstable. The calculated temperature-dependent
phonon dispersion curves for α-Fe and δ-Fe at a temperature
of 1,150 and 1,750 K are shown in Fig. 1, respectively.

The phonon dispersion of the α-Fe phase shows the typical
phonon energy spectra of a bcc metal in high symmetry direc-
tions. For example one sees a dip of the longitude acoustic
(LA) phonon branch at k ¼ 2∕3 [111], which is typical for bcc
transition metals. However, it is observed that a few phonon soft-
ening branches appear in the dispersion curves for the δ-Fe
phase. One softening branch exists around the high symmetry
points H on the Brillouin zone boundary. The second one shows
a deeper dip on the branch of the longitudinal mode along the
direction of [ξξξ]. The third softening branch is the transverse
acoustic mode TA2 along the high symmetry direction of N, which
is due to the long range nature of the interatomic interaction.
This means that the softening arises from the second neighbor
force constant reduction.

As is well known, iron transforms to a non magnetic hcp phase,
ϵ-Fe, at a pressure around 13 GPa and room temperature. At
low temperature, the ϵ-Fe phase is dynamically stable up to the
pressure in the Earth inner core. In sharp contrast to this, for a
pressure interval of 200–450 GPa at 0 K, the phonon spectra of
bcc-Fe contain imaginary dispersion curves (data not shown),
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