
PHYSICAL REVIEW SPECIAL TOPICS - ACCELERATORS AND BEAMS, VOLUME 7, 114001 (2004)
Untangling mixed modes in model-independent analysis of beam dynamics
in circular accelerators

Chun-xi Wang*
Argonne National Laboratory, 9700 South Cass Avenue, Argonne, Illinois 60439, USA

(Received 18 December 2003; published 17 November 2004)
*Electronic

114001-1
Model-independent analysis of beam dynamics in circular accelerators reveals spatial-temporal
modes due to beam oscillations. Although such modes have been shown to be informative, their
usefulness is limited by the lack of quantitative understanding in general. Here we present a simple
approach to studying the modes analytically, which results in a quantitative understanding of the modes
and an algorithm to extract the physical modes by untangling the mixed singular value decomposition
modes. Particularly, we focus on the coupled betatron modes that are of great interest for high-energy
colliders. A simple relationship between the coupling modes and the lattice functions is established,
which not only provides a quantitative understanding but also lays the foundation for using these modes
to measure machine properties and beam motion in phase space.
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I. INTRODUCTION

In recent years, model-independent analysis (MIA) has
emerged as a new approach to studying beam dynamics
by analyzing simultaneously recorded beam histories at a
large number of beam position monitors (BPMs) [1,2]. A
basic technique used in MIA is the spatial-temporal
mode analysis via a singular value decomposition
(SVD) of the data matrix containing beam histories.
Similar to Fourier analysis, SVD mode analysis decom-
poses the spatial-temporal variation of the beam centroid
into superpositions of various orthogonal modes by ef-
fectively accomplishing a major statistical data analysis,
namely, the principal component analysis [3,4]. Let bmp
represent the measurement at the mth monitor for the pth
pulse or turn. Then the singular value decomposition of
the beam-history matrix BP�M � �bmp � gives

B � ÛSV̂T �
X

modes

�iuivTi ; (1)

where ÛP�P � �u1; . . . ; uP� and V̂M�M � �v1; . . . ; vM�
are orthonormal matrices comprising the eigenvectors,
and SP�M is a diagonal matrix with non-negative singular
values �i along the upper diagonal. Preferably P� M.
Since the u vectors depict turn-by-turn time variations
and the v vectors depict spatial variation along BPMs,
they are referred to as temporal and spatial vectors,
respectively. A pair of spatial and temporal vectors char-
acterizes an eigenmode and the corresponding singular
value specifies its strength.

Given the measured BPM data, it is easy to numeri-
cally compute the SVD modes, which have been shown to
reveal valuable information in beam dynamics studies
[1,2,5–14]. However, most of our understanding of these
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modes was rather qualitative and thus limited the modes’
usefulness, especially due to the fact that the orthogonal
SVD modes could be a mix of several nonorthogonal
physical modes. A remarkable work-around was devel-
oped for lattice validation [6,7,10] where Green-function-
type transfer-matrix elements are derived from any set of
independent orbits, such as the spatial vectors of the
betatron modes.

For a better understanding of the SVD modes,
it is necessary to establish the relationship between
the SVD modes and the underlying physics by analyti-
cally solving the SVD problem. This has been done
only for betatron motion in 1 degree of freedom,
and the result allows accurate measurement of phase
advances and beta function in storage rings with little
coupling [14]. A desirable extension (especially for col-
liders) is to take into account the transverse coupling
and dispersion, which requires solving the nontrivial
SVD problem in the phase space of 2 1

2 degrees of free-
dom. Unfortunately, it seemed hopeless to extend the
approach used in [14], i.e., to solve the eigensystem
BTBv � �2v with �BTB�mn � 
Ja

�������������
�ma �na

p
�m�n cos� ma 	

 na� 
 
Jb
�������������
�ma �

n
a

p
cmb c

n
b cos� 

m
b 	  nb 
� mb 	� nb� to in-

clude transverse coupling, where the various quantities
will be explained shortly. It turns out that there is a simple
approach to overcome this obstacle and reveal the rela-
tionship between the SVD modes and the underlying
physics. This is remarkable since it provides the much-
needed quantitative understanding and lays the founda-
tion for using these modes to measure machine properties
as well as beam motion in phase space. In the following,
we present this new approach to untangle the mixed SVD
modes and the results obtained, focusing on the betatron
modes due to (‘‘in-plane’’) betatron oscillation, the cou-
pling modes due to transverse coupling (‘‘out-plane’’
betatron oscillation), and the dispersion modes due to
synchrotron oscillation. All of these modes have been
2004 The American Physical Society 114001-1
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commonly observed, for example, at the storage ring of
the Advanced Photon Source (APS) [12].

Although we will discuss primarily the coupled beta-
tron modes, this paper deals with the quantitative under-
standing of the SVD modes in general rather than the
analysis of transverse coupling. Coupling modes are dis-
cussed here as an illustration and one important
application.
II. ANALYSIS OF MIXED BETATRON MODES
DUE TO COUPLING

Let us start with the general description of beam orbits
in a ring. Usually beam motion is dominated by the linear
properties of a lattice. To a good approximation, a hori-
zontal orbit can be described by

x�s� � x0�s� 
 xa�s� 
 xb�s� 
Dx�s��; (2)

where x0 is the zeroth order orbit around which small
oscillations occur due to betatron and synchrotron mo-
tions. Using action-angle variables �Ja; �a; Jb; �b� for the
decoupled transverse phase spaces (labeled with sub-
scripts a and b) and following the notations used in
Refs. [15–17], the betatron oscillation due to the ‘‘a’’
mode is given by

xa �
�������������
2Ja�a

p
� cos��a 
  a�; (3)

where �a and  a are the beta function and phase advance
of the amode, respectively, and � is the diagonal element
in the coupling matrix 
V that relates the action-angle
coordinates to the laboratory coordinates via
�x; x0; y; y0�T � G	1 
V�

��������
2Ja

p
cos�a;	

��������
2Ja

p
sin�a; �a!

b��T with


V �
�I 
C
	 
Cy �I

� �
; (4)

where y means symplectic conjugate, and

G �
Ga 0
0 Gb

� �
; Ga;b �

1�������
�a;b

p 0

!a;b�������
�a;b

p
���������
�a;b

p
0B@

1CA: (5)

The betatron oscillation due to the ‘‘b’’ mode is

xb �
�������������
2Jb�a

p
cb cos��b 
  b 
 � b�; (6)

where  b is the phase advance of the b mode, cb ����������������������

C2
11 



C2
12

q
, and � b � arctan� 
C12= 
C11�. The last term

in Eq. (2) is coupled from the energy � oscillation
through the dispersionDx. Vertical orbits can be similarly

expressed by switching x to y and a to b, and with ca ����������������������

C2
22 



C2
12

q
and � a � 	 arctan� 
C12= 
C22�.

In a MIA analysis, a large set of beam orbits is re-
corded to form a data matrix B (usually with the closed
114001-2
orbit subtracted). In order to understand the SVD modes
of B, here we analytically construct a data matrix from
the general beam motion described above and then carry
out the SVD analysis analytically. For theoretical inves-
tigation, it is important to express B in a proper matrix
form (so-called physical-base decomposition) that sepa-
rates the temporal phase-space variation and the spatial
lattice responses. To simplify the discussion, we first
consider the x plane with no synchrotron oscillation and
ignore BPM noise.With each row given by Eq. (2), we can
write

B � UVT; (7)

where

U �
1����
P

p

0BBBBBB@
� � �

��������
2Jpa

p
cos�p

a � � �

� � � 	
��������
2Jpa

p
sin�p

a � � �

� � �
��������
2Jpb

q
cos�p

b � � �

� � � 	
��������
2Jpb

q
sin�p

b � � �

1CCCCCCA
T

4�P

; (8)

which is normalized by
����
P

p
for convenience, and

V �

0BB@
..
. ..

. ..
. ..

.�������
�ma

p
��m; 0; cmb ; 0�R� 

m
a ;  

m
b 
 � mb �

..

. ..
. ..

. ..
.

1CCA
M�4

: (9)

Here each row of the V matrix has four entries and is
represented by the compact matrix form. The block-
diagonal rotation matrix R propagates the motion de-
scribed by U in the (Floquet) phase space at a certain
location to the mth BPM. The U matrix is determined by
beam motion and could change from one data set to
another, while the V matrix is determined by a machine
lattice and is usually unchanged. Given a measured ma-
trix B, the goal is to recover U and V as much as possible
in order to measure beam phase-space motion and/or to
measure machine lattice functions.

To relate the physical modes with the four SVD modes
due to coupled betatron oscillations, we first note that the
action and angle distributions can generally be assumed
independent and the angle is uniformly distributed, thus

UTU � diag� 
Ja; 
Ja; 
Jb; 
Jb� � 
J; (10)

where 
Ja;b � hJa;bip, i.e., ensemble average of Ja;b. With
proper normalization, we can turn this equation into an
orthogonal condition and connect U to Û via [18]

U � ÛO
���

J

p
: (11)

Here O is a 4� 4 orthogonal matrix to be determined.
The spatial vectors can be related via Eqs. (1), (7), and
(11) as

SV̂T � O
���

J

p
VT: (12)
114001-2
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The orthogonality of V̂ requires

SV̂TV̂S � S2 � O
���

J

p
VTV

���

J

p
OT: (13)

We see that the orthogonal matrixO must diagonalize the
symmetric matrix

���

J

p
VTV

���

J

p
to yield the measured sin-

gular values. The existence of this Schur decomposition is
guaranteed, but it could be hard to obtain analytical
expressions for O and the singular values S.
Nonetheless, it is important to realize this structure
[19], which is a key to untangling the SVD modes.

To appreciate this approach, note that we only need to
diagonalize the matrix

���

J

p
VTV

���

J

p
in Eq. (13), which is

4� 4 in this case. In comparison, the approach used in
[14] deals with the covariance matrix BTB � V 
JVT ,
which is much larger and thus much harder to solve.

Before continuing with the coupled case, let us exam-
ine how this approach works for the much simpler beta-
tron motion in 1 degree of freedom. In this case, 
J is
proportional to the identity matrix, Vm � �

�������
�m

p
; 0�R� m�,

and ���

J

p
VTV

���

J

p
� 
J

X
m

�
cos2 sin cos 

sin cos sin2 

� �
: (14)

This matrix can be easily diagonalized by O � R��0�, a
rotation with angle �0 given by

�0 �
1

2
arctan

�P
m
� sin2 P

m
� cos2 

�
: (15)

Then Eq. (12) becomes

SV̂T �
� � �

����������

J�m

p
cos� m 	�0� � � �

� � �
����������

J�m

p
sin� m 	�0� � � �

 !
: (16)

The phase advance can be determined up to a constant by

 m � tan	1

�
�2V̂2m

�1V̂1m

�
: (17)

These are the same results obtained in [14].
Having convinced ourselves of the new approach, let us

now continue with the coupling case. First note that the
diagonal matrix 
J in Eq. (10) commutes with the block-
diagonal rotation matrixR� a;  b 
 � b� in Eq. (9); thus
the effect of

���

J

p
in

���

J

p
VT of Eq. (12) is to scale � by

�����

Ja

p
and cb by

�����

Jb

p
. Therefore, for 4D transverse motion,

Eq. (12) can be written as

SV̂T � O
�
� � � ; RT� a;  b 
� b�

0BBBB@
�����������

Ja�a

p
�

0�����������

Jb�a

p
cb

0

1CCCCA; � � �
�
4�M

;

(18)

where O is determined by the diagonalization of
114001-3
X
m

�aRT


Ja�2 0
����������

Ja 
Jb

p
�cb 0

0 0 0 0����������

Ja 
Jb

p
�cb 0 
Jbc2b 0

0 0 0 0

0BBB@
1CCCAR � OTS2O:

(19)

Here R stands for R� a;  b 
 � b�. The left-hand side
consists of three independent submatrices of the shapeX

m

�ag
cos&1 cos&2 cos&1 sin&2
sin&1 cos&2 sin&1 sin&2

� �
; (20)

with g � 
Ja�
2, &1 � &2 �  a and g � 
Jbc

2
b, &1 � &2 �

 b 
� b for the upper and lower diagonal blocks, re-
spectively, and g �

����������

Ja 
Jb

p
�cb, &1 �  a, &2 �  b 
� b

for the upper off-diagonal block. In rings with a large
number of BPMs, the phase advances  ma;b (mod 2') tend
to be uncorrelated and uniformly distributed. Thus the
off-diagonal submatrices average to small values if not
zeroes.

When the off-diagonal blocks are zeroes, Eq. (19) re-
duces to two separate 2� 2 matrix diagonalizations that
are the same as in Eq. (14). Thus we have the solutionO �
R� 0

a;  
0
b�, a block-diagonal rotation with angles  0

a and
 0
b to diagonalize the diagonal submatrices. The exact

values of these angles are in fact unimportant. Now the
SVD modes can be written explicitly as

SV̂T �

0BBBBB@
� � �

�����������

Ja�a

p
�cos� a	 0

a� � � �

� � �
�����������

Ja�a

p
� sin� a	 0

a� � � �

� � �
�����������

Jb�a

p
cb cos� b
� b	 0

b� � � �

� � �
�����������

Jb�a

p
cb sin� b
� b	 0

b� � � �

1CCCCCA
4�M

:

(21)

This is a simple and intuitive result. It naturally extends
the betatron modes in Eq. (16) to accommodate coupling
modes. The temporal components of these modes are
obvious from Eq. (11), i.e.,

Û �
1����
P

p

0BBBBB@
� � �

���������������
2Ja= 
Ja

p
cos��a 
  0

a� � � �

� � � 	
���������������
2Ja= 
Ja

p
sin��a 
  0

a� � � �

� � �
���������������
2Jb= 
Jb

p
cos��b 
  0

b� � � �

� � � 	
���������������
2Jb= 
Jb

p
sin��b 
  0

b� � � �

1CCCCCA
T

4�P

:

(22)

The corresponding singular values are given by the
norms of the above four spatial vectors, i.e., [20]

�2
�1;2

�
M 
Ja
2

��a�2 �

���������������������������������������������������������������
�a�2 cos2 a

2

 �a�2 sin2 a

2
q

�;

(23)

�2
c1;2 �

M 
Jb
2

��ac2b � �ac2b cos2� b 
 � b 	  0
b��: (24)

Here the subscript �1;2 (c1;2) indicates the first and second
114001-3
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betatron (coupling) modes, and the overhead bar means
averaging over the BPMs. Given a machine lattice, these
expressions can be used to estimate the expected singular
values of the coupled betatron modes.

III. UNTANGLING MIXED MODES WITH A
ROTATION

When the off-diagonal submatrices do not average out,
there is no simple analytical solution for Eq. (19). The
left-hand side of Eqs. (21) and (22) have to be generalized
toOTSV̂ and ÛO, respectively. The matrixOwill contain
rotations that mix the physical bases in U and result in
temporal vectors in Û containing mixed tunes in their
spectrum, according to Eq. (11). Fortunately, since we
have understood the role of the matrix O, its analytical
expression becomes less important. Instead it is critical to
be able to numerically compute O on the basis of a
measured B. The recipe relies on finding an orthogonal
matrixO such that the Fourier spectrum of each temporal
vector in ÛO shows a unique tune as suggested by
Eq. (11).

If the mixing is small, the rotationO should be close to
the identity matrix I, and the problem can be linearized
by taking O � I 


P
&ijLij, where &ij’s are the rotation

angles and Lij � ��ik�jl 	 �il�jk; k; l � 1:4� is the infini-
tesimal rotation matrix in the space spanned by the ith
and jth vectors. Let Fj�u� be the jth Fourier component of
the temporal vector u, then the jth component of the kth
rotated vector ~uk is

Fj�~uk� � Fj�uk� 

X
f&!�g

Fj�ul���!l��k 	 �!k��l�&!�:

(25)

The coefficients Fj�uk;l� are known from the singular
vectors. Collecting Fj�~uk� � 0 for all j’s and k’s for which
Fj�~uk� needs to be minimized sets up a set of equations to
solve for the rotation angles. In general, there are six
angles in a four-dimensional rotation, two of them are
the angles  0

a;b discussed above. Thus there are at most
four angles that need to be determined through minimiz-
ing the ‘‘mixed-in’’ Fourier components. The minimiza-
tion criteria could use peak values of the spectra.

In the case where the mixing is large, one may
(a) extract an approximate solution of

���

J

p
VT by harmonic

projection, i.e., compute the sine and cosine coefficients
of the recorded turn-by-turn histories at the horizontal

and vertical tunes; (b) compute ~O � SV̂T � �
�������e
J��q
VT ,

where the quantities with an overhead tilde ~ represent
the approximate solutions and the * represents the series
of matrix operations: transpose, pseudoinverse, then
transpose again; (c) apply the above recipe for small

mixing to Û ~O and obtain a small correction ~~O to ~O;

(d) combine them together to obtain O � ~O ~~O . If neces-
114001-4
sary, the last two steps may be repeated. Once O is
determined, the physical modes can be obtained from
the SVD modes via Eqs. (11) and (12). Note that if the
betatron oscillation is a clean sinusoidal oscillation (as in
ideal resonant excitations), the harmonic projection itself
may yield the physical bases with good accuracy.
However, when dealing with other than perfect excita-
tions (e.g., with significant damping) or measuring some
complicated phase-space evolution (in fact, whenever U
cannot be given as a priori), SVD modes and the above
recipe should be useful.

An obvious application of the untangled coupling
modes OTSV̂T , i.e., the right-hand side of Eq. (21), is
the measurement of local couplings (important particu-
larly for high-energy colliders). For example, with data
from both horizontal and vertical planes, all the phases
 a,  b, � a, and � b can be determined. Meanwhile,
from the amplitudes of the betatron and coupling modes,
�a�2, �b�2, �ac2b, �bc2a can be determined up to a scal-
ing constant. We will not go into the details here (avail-
able in [21]) since this paper is not focused on transverse
coupling. It should also be noted that an understanding of
the SVD modes is important not only for coupling mea-
surement. There are other potential benefits as well, such
as better measurement of beam phase-space evolution and
better exploration of modes due to unknown physics by
confidently subtracting known physical modes from the
data.

To illustrate our understanding, a simulation was done
using the APS ring lattice. Two skew quadrupoles were
arbitrarily set to generate coupling (with maximum
detC ’ 0:014). A particle with initial kick in both x and
y was tracked 1000 turns using ELEGANT [22]. The first
four SVD modes (others are much smaller) of horizontal
data are shown in Fig. 1 where slight mixing is apparent
in the Fourier spectra. Using the above algorithm, the
rotation matrix O was found to have the angles &13 �
0:156, &14 � 0:109, &23 � 0:027, and &24 � 	0:083.
After rotation, the spectra of ÛO and the vectors
OTSV̂T are shown in Fig. 2 where the mixing is clearly
removed. The residual mixed peaks around 120 kHz are
due to the aliased 2-y resonance, which can be removed
as well and have little effect on the coupling modes.
Figure 3 shows the amplitude of the coupling modes
before and after the mixing is untangled. The dots are
scaled

������
�a

p
cb from machine model for comparison.

Clearly the untangled coupling modes yield the expected
lattice function. Similar results were obtained for other
lattice functions.

IV. MODE MIXING DUE TO DISPERSION

After working through transverse coupling, it is easy
to include synchrotron oscillation (as well as other oscil-
lations with well-defined spectra) in the analysis. For the
physical bases U and V, we need to add the energy
114001-4
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oscillation � and dispersion Dx, respectively. Since the
energy oscillation is independent of betatron oscillation,
Eq. (10) still holds by adding a new diagonal element �2

�,
the rms energy oscillation of the beam centroid (not the
energy spread of the beam). Furthermore, the orthogo-
nality condition in Eq. (19) needs to be extended by
adding

X
m

�����

Ja

p
��Dx

������
�a

p
� cos a�����


Ja
p

��Dx
������
�a

p
� sin a�����


Jb
p

��Dx
������
�a

p
cb cos� b 
 � b������


Jb
p

��Dx
������
�a

p
cb sin� b 
 � b�
�2
�D

2
x

0BBBBBBB@

1CCCCCCCA (26)

and its transpose as a new column and row. Again, the
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off-diagonal elements tend to average to zeroes for a ring
with a large number of BPMs. In such a case, the spatial
vectors in Eq. (21) will be extended by a dispersion vector
��Dx whose corresponding temporal vector is the cen-
troid energy oscillation �=

����
P

p
��. In cases where the off-

diagonal terms do not average out, mixing will occur and
one has to untangle the SVD modes with an extended O
matrix using the given recipe.

V. EXPERIMENTAL EXAMPLE

Here we present an experimental example to further
confirm our analysis. The data were taken from the stor-
age ring of the Advanced Photon Source. The beam
initially had a steady-state betatron oscillation due to a
single-bunch instability and was excited longitudinally
0 100 150 200 250 300 350
BPM index

rotation to untangle mixing.
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using an rf phase kick. Turn-by-turn data were collected
at all BPMs after the kick. The beam history at one BPM
is shown in Fig. 4.

There are 186 usable BPMs in the data set. SVD analy-
sis yields three significant modes. The first four singular
values are 14.0, 9.0, 7.9, and 0.8, respectively. The spectra
of the first three temporal vectors are shown on the left in
Fig. 5.We see that the synchrotron and betatron modes are
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FIG. 4. (Color) Beam history at one BPM. The upper insert is t
longitudinal phase kick. The lower insert is the first 250 turns show
the synchrotron oscillation.
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very well separated, although a little mixing is visible.
After a small rotation of angles &12 � 	0:040 and &13 �
0:0035, the mixing is untangled as can be seen in the
spectra of the rotated temporal vectors on the right in
Fig. 5. As explained above, the mixing tends to be larger
if the number of BPMs is smaller. We randomly selected
50 out of the 186 BPMs and did an SVD analysis of them.
The first four singular values became 15.4, 9.1, 7.5, and
8000 10000 12000 14000

100 200

400 800 1200 1600

rn index

he first 2000 turns showing synchrotron oscillation due to a
ing a betatron oscillation (due to instability) superimposed on

114001-6
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FIG. 5. (Color) The spectra of the first three modes using 186 BPMs. The spectra of the SVD modes are on the left and there is a
little mode mixing. The spectra of the rotated SVD modes are on the right.
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1.5, respectively. Note that the fourth singular value al-
most doubles, i.e., the noise floor is much higher due to the
smaller number of BPMs. Again, the spectra of the first
three temporal vectors are shown on the left in Fig. 6. As
expected, now the mode mixing becomes quite signifi-
cant, which again can be untangled by a rotation of angles
&12 � 	0:12 and &13 � 	0:25 as shown on the right in
Fig. 6.

To show the importance of using untangled modes, we
computed the beta function using the spatial vectors of
the mixed SVD modes and the rotated spatial vectors for
both cases (using 186 BPMs and 50 BPMs). The results
are plotted in Fig. 7, which shows only a small section of
the ring for clarity.We see that the beta functions from the
0 0.1 0.2 0.3 0.4 0.
0

20

40
before rotation

0 0.1 0.2 0.3 0.4 0.
0

20

40

60

0 0.1 0.2 0.3 0.4 0.
0

20

40

60

tune

sp
ec

tr
um

FIG. 6. (Color) Similar to Fig. 5 but using 50 instead 186 BPMs.
apparently removed by a rotation.
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untangled modes using 186 BPMs (blue dots) and using
50 BPMs (green circles) agree with each other very well.
The beta function from the SVD modes using 186 BPMs
(black crosses) is fairly close to the untangled ones since
the mixing is small. However, the beta function from the
SVD modes using 50 BPMs (red crosses) is obviously
wrong since the mode mixing is significant, as shown
above.

This simple example experimentally confirmed our
analysis of the mixed SVD modes and the technique
to untangle the mixing by rotating the singular vectors.
It also illustrates the importance of untangling the
mixed modes, especially when the number of BPMs is
small.
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after rotation
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Now the mode mixing is significant in the SVD modes but is
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FIG. 7. (Color) Comparison of beta functions measured using SVD modes and rotated SVD modes. Black crosses are from SVD
modes using 186 BPMs, blue dots are from rotated modes using 186 BPMs, red crosses are from SVD modes using 50 BPMs, and
green circles are from rotated modes using 50 BPMs.
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VI. CONCLUDING REMARKS

To conclude, we presented a simple approach to under-
stand and untangle the orthogonal SVD modes used in
model-independent analysis and established the much-
needed quantitative relationship between these modes
and machine properties. In particular, the coupled beta-
tron modes were analyzed in detail to demonstrate this
approach.

After submission of this manuscript, I learned that the
independent component analysis technique [23–25] de-
veloped in other fields may also be used to resolve mode
mixing on the basis of statistical independence of the
signals.
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