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Accelerator Availability  
Considerations 

“Getting It To Work” Is Not the Only Challenge 



Basic Questions for Availability 
• How do you know if it is working? 
• How fast can you identify the failed component? 
• How fast can you replace/reconfigure/restore? 

A Few Suggestions 
• Thorough exception handling (the 90/90 rule) 
• Built-in diagnostics 
• Out-of-loop verification 
• Automated fault diagnosis 
• Modular design with well defined interfaces 
• Automatic (as much as possible) configuration 

 

How do you “design in” availability? 



Investment 

Availability 

1. Good system admin practices 
2. System backup policy 

3. Disk volume management 
4. COTS redundancy (switches, routers, NFS, disks, database, etc.) 

5. Configuration management (CVS, deployment) 
6. Monitoring (resource monitoring) 

7. Adaptable machine control 
8. Development methodology (testing, standards, patterns) 

9. Application design 
10. Hot swap hardware 

11. Manual failover 
12. Automatic failover 

C. Saunders 

Computing-centric view, but the 
principles apply broadly 

…but also sound design principles, methodology, QA  
Not just redundancy… 
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