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Wow!	
  –	
  if	
  the	
  sulfur	
  sites	
  are	
  known,	
  high-­‐mulHplicity	
  
data	
  can	
  yield	
  accurate	
  phases	
  and	
  maps.	
  

Phasing	
  from	
  sulfur	
  anomalous	
  scaSering	
  using	
  data	
  far	
  from	
  the	
  S	
  edge	
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•  MulHple	
  crystals	
  

•  ParHal	
  data	
  sets	
  

•  Ultra-­‐high	
  mulHplicity	
  

not specific to the EXP data (tables S3, S4, and
S5, and fig. S3). Thus, CC* (or CC1/2) is a robust,
statistically informative quantity useful for de-
fining the high-resolution cutoff in crystallog-
raphy. These examples show that with current
data reduction and refinement protocols, it is
justified to include data out to well beyond cur-
rently employed cutoff criteria (fig. S4), because
the data at these lower signal levels do not
degrade the model, but actually improve it. Ad-
vances in data-processing and refinement pro-
cedures, which until now have not been optimized
for handling such weak data, may lead to further
improvements in model accuracy. Finally, we
emphasize that the analytical relation (Eq. 3)
between CC1/2 and CC* is general, and thus,
CC* may have similar applications for data- and
model-quality assessment in other fields of science
involving multiply measured data.
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Structures from Anomalous Diffraction
of Native Biological Macromolecules
Qun Liu,1 Tassadite Dahmane,2 Zhen Zhang,2 Zahra Assur,2 Julia Brasch,2 Lawrence Shapiro,2

Filippo Mancia,3 Wayne A. Hendrickson1,2,3,4*

Crystal structure analyses for biological macromolecules without known structural relatives entail
solving the crystallographic phase problem. Typical de novo phase evaluations depend on incorporating
heavier atoms than those found natively; most commonly, multi- or single-wavelength anomalous
diffraction (MAD or SAD) experiments exploit selenomethionyl proteins. Here, we realize routine
structure determination using intrinsic anomalous scattering from native macromolecules. We devised
robust procedures for enhancing the signal-to-noise ratio in the slight anomalous scattering from
generic native structures by combining data measured from multiple crystals at lower-than-usual
x-ray energy. Using this multicrystal SAD method (5 to 13 equivalent crystals), we determined structures
at modest resolution (2.8 to 2.3 angstroms) for native proteins varying in size (127 to 1148 unique
residues) and number of sulfur sites (3 to 28). With no requirement for heavy-atom incorporation,
such experiments provide an attractive alternative to selenomethionyl SAD experiments.

Crystallographic structure determinations
for biomolecules require the retrieval of
phases, which are lost when measuring

x-ray diffraction patterns. For the first protein
crystal structures, phase evaluation was by the
method of multiple isomorphous replacement
(MIR) with derivatives incorporating mercury

[atomic number (Z) = 80] or other heavy atoms.
Once many structures were known, phases could
often be estimated by the method of molecular
replacement; however, de novo structure de-
termination remained essential for molecules
without adequately close structural relatives.
Multiwavelength anomalous diffraction (MAD)
analyses (1), which exploit element-specific scat-
tering from x-ray resonance with atomic orbitals,
came to be used increasingly for de novo struc-
tures as tunable synchrotron beamlines devel-
oped (2). Whereas MAD gives definitive phase
information, its single-wavelength counterpart,
SAD, is ambiguous in defining only trigonomet-
ric sines of phases. This phase ambiguity could
be resolved once density-modification proce-
dures, based largely on molecular boundaries

and symmetry, were devised (3, 4); and SAD
then surged (5). MAD and SAD now dominate
de novo phasing, as they have the advantage that
lighter atoms can be effective sources of phasing
signals. Selenomethionine is easily incorporated
into proteins (6), and selenium (Z = 34) is now
by far the most-used phasing element (2). With
MAD and SAD,metal atoms such as iron (Z = 26)
present in some native proteins can also suffice.

Sulfur (Z = 16) is the heaviest element inmost
native proteins. Its K-shell resonance at 2.47 keV
(l = 5.02 Å) is inaccessible to standard MAD ex-
periments, and its anomalous scattering at con-
ventional wavelengths is slight; nevertheless,
sulfur anomalous scattering can suffice for SAD
phasing. The structure of crambin was the first to
be determined from sulfur SAD phasing (7),
although the experiment was not then identified
as SAD. Later, broader effectiveness of sulfur
SAD was demonstrated with tests on lysozyme
(8) and in solving the structure of obelin (9).
Similarly, the feasibility of phosphorous SAD
was demonstrated for nucleic acids (10). The
motivation for truly routine native SAD is great,
because heavy-atom incorporations are often
problematic, even for the most reliable seleno-
methionine. Subsequent optimization of native-
SAD experiments has included developments for
low-energy measurements (11), assessments of
the impact of high data redundancy (10, 11), op-
timal wavelength selection (12), control of com-
plications from radiation damage (13, 14), and
the use of home-source CrKa radiation (15).

Besides test cases and technical developments,
some novel protein structures beyond crambin
and obelin have been determined by sulfur SAD
analyses. As compared with the swelling num-
bers of SAD structures in general, however, the
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SHELXD	
  correlaHon	
  coefficients	
  (CC)	
  between	
  observed	
  and	
  calculated	
  Bijvoet	
  differences	
  

Sulfur	
  sub-­‐structure	
  can	
  be	
  solved	
  with	
  many	
  phasing	
  trials	
  (100-­‐2000)	
  in	
  SHELXD	
  

HK9S,	
  35	
  soluHons	
  in	
  100	
  tries	
  

CysZ,	
  34	
  soluHons	
  in	
  1000	
  tries	
  

Netrin	
  G2,	
  11	
  soluHons	
  in	
  100	
  tries	
  

TorT/TorSS,	
  14	
  soluHons	
  in	
  2000	
  tries	
  

Liu,	
  Q.,	
  et	
  al.,	
  Science	
  336,1033-­‐1037	
  (2012).	
  

Successful	
  
trials	
  

Failures	
  

Successful	
  
trials	
  

Successful	
  
trials	
  

Successful	
  
trials	
  

Failures	
  Failures	
  

Failures	
  



Crystals	
  of	
  our	
  protein	
  diffract	
  to	
  only	
  ~3.1	
  Å	
  	
  

P321	
  or	
  P3121	
  or	
  P3221	
  
168	
  Å	
  x	
  168	
  Å	
  x	
  94	
  Å	
  	
  
Typical	
  dmin	
  ~3.1	
  Å	
  (aggressive)	
  	
  

Data	
  collecHon	
  (E	
  =	
  7.100	
  keV,	
  λ	
  =	
  1.7462	
  Å)	
  
	
  0.5°	
  images	
  
	
  90°	
  data	
  
	
  “Inverse	
  beam”	
  with	
  5°	
  wedges	
  
	
  He	
  path	
  between	
  sample	
  &	
  detector	
  

	
  
Start	
  at	
  different	
  posiHons	
  on	
  crystals	
  (face,	
  edge)	
  

David	
  Akey	
  &	
  Craig	
  Ogata	
  



Experimental setup – APS  23-IDD (GM/CA CAT) 

View along goniometer axis View along beam 

David Akey @ U Michigan & Craig Ogata @ GM/CA 



Pairwise	
  comparison	
  of	
  28	
  data	
  sets	
  –	
  which	
  are	
  compaHble?	
  

For	
  all	
  crystals:	
  90°	
  data	
  collected	
  in	
  inverse	
  beam	
  mode;	
  0.5°/image;	
  5°	
  wedges,	
  7.1	
  keV,	
  He	
  box	
  
	
  
Data	
  from	
  18	
  crystals	
  combined	
  in	
  final	
  set	
  (from	
  28	
  total	
  crystals	
  collected).	
  
	
  
Yellow	
  boxes	
  have	
  Rmerge	
  <	
  7.5%	
  and	
  anom	
  CC	
  >	
  0	
  for	
  the	
  LOWEST	
  resoluHon	
  bin	
  only.	
  
	
  
Crystals	
  eliminated	
  if	
  (consistently)	
  Rmerge	
  >	
  7.5%	
  and	
  anom	
  CC	
  <	
  0	
  when	
  scaled	
  individually	
  with	
  other	
  crystals.	
  

anom	
  CC	
  

Rmerge	
  

Criteria:	
  Rmerge	
  <	
  7.5%	
  and	
  anom	
  CC	
  >	
  0	
  for	
  the	
  LOWEST	
  resoluHon	
  bin	
  	
  

David	
  Akey	
  



 RESOLUTION    # REFLECTIONS    MULTI-   COMPLETENESS   Rmerge  R-FACTOR COMPARED I/SIGMA   R-meas  CC(1/2)  Anomal  SigAno   Nano !
   LIMIT     OBSERVED  UNIQUE  PLICITY      OF DATA   observed  expected                                      Corr !
!
     8.57      249,133   2547       98        99.5%       9.2%     10.6%   249133   70.05     9.3%   100.0*    64*   1.719    1133 !
     6.11      449,294   4476      100       100.0%      13.4%     13.4%   449294   52.18    13.4%    99.9*    31*   1.276    2095 !
     5.00      585,535   5807      101       100.0%      19.5%     18.6%   585535   39.21    19.6%    99.9*    -4    0.905    2762 !
     4.34      675,539   6721      101       100.0%      20.9%     20.0%   675539   36.63    21.0%    99.9*   -16    0.760    3222 !
     3.88      787,769   7835      101       100.0%      36.8%     36.3%   787769   23.45    37.0%    99.7*   -16    0.685    3771 !
     3.55      836,250   8331      100       100.0%      69.5%     71.9%   836250   13.04    69.9%    99.4*   -11    0.681    4030 !
     3.28      961,534   9610      100       100.0%     134.2%    147.7%   961534    6.92   134.9%    97.7*    -5    0.680    4657 !
     3.07      987,954   9909      100       100.0%     286.8%    335.8%   987954    3.16   288.2%    90.9*    -1    0.653    4813 !
     2.90      318,782  10164       31        99.0%     780.5%    925.3%   318681    0.55   794.0%    11.7*     1    0.559    4869 !
    total      585,179  65400       89        99.8%      31.1%     32.9%  5851689   19.60    31.3%    99.9*    -1    0.763   31352 !
!

Combined	
  data;	
  18	
  crystals;	
  separate	
  I+	
  &	
  I-­‐	
  

 RESOLUTION    # REFLECTIONS    MULTI-   COMPLETENESS   Rmerge  R-FACTOR COMPARED I/SIGMA   R-meas  CC(1/2)  Anomal  SigAno   Nano !
   LIMIT     OBSERVED  UNIQUE  PLICITY      OF DATA   observed  expected                                      Corr !
!
     8.87        6401    2154      3.0        94.2%       3.8%      4.2%     6111   23.29     4.6%    99.7*    24*   0.995     746 !
     6.33       11283    3787      3.0        95.1%       6.0%      5.5%    10787   16.69     7.3%    99.3*    11*   1.003    1375 !
     5.18       14829    4939      3.0        95.9%       9.2%      8.4%    14165   11.48    11.0%    98.7*     9    0.938    1794 !
     4.49       17434    5872      2.9        96.2%       9.2%      8.4%    16644   10.87    11.1%    98.9*     4    0.895    2140 !
     4.02       19768    6667      3.0        96.9%      14.0%     13.5%    18905    7.58    16.9%    97.2*     5    0.856    2418 !
     3.67       21835    7422      2.9        97.7%      27.9%     28.5%    20884    3.94    33.7%    90.9*     1    0.773    2676 !
     3.40       23772    8144      2.9        98.4%      48.3%     51.5%    22722    2.16    58.3%    77.8*     4    0.739    2909 !
     3.18       25287    8773      2.9        99.0%      89.3%     99.3%    24083    1.11   107.8%    52.6*    -1    0.651    3062 !
     3.00       22428    8371      2.7        88.3%     173.9%    202.8%    20793    0.49   211.3%    22.1*     2    0.598    2657 !
    total      163037   56129      2.9        95.8%      16.0%     16.6%   155094    6.15    19.3%    99.0*     5    0.788   19777 !
!

Data	
  from	
  1	
  “good”	
  crystal	
  –	
  90°;	
  0.5°	
  oscillaHon;	
  separate	
  I+	
  &	
  I-­‐	
  

5,851,790 !

Scaling	
  staHsHcs	
  suggest	
  anomalous	
  signal	
  to	
  only	
  low	
  resoluHon,	
  useful	
  data	
  to	
  ~3.1	
  Å	
  



 RESOLUTION     NUMBER OF REFLECTIONS    COMPLETENESS R-FACTOR  R-FACTOR COMPARED I/SIGMA   R-meas  CC(1/2)  Anomal  SigAno   Nano !
   LIMIT     OBSERVED  UNIQUE  POSSIBLE     OF DATA   observed  expected                                      Corr !
 !
    20.13       17358     194       207       93.7%      11.4%      9.5%    17358   79.88    11.4%   100.0*    82*   2.474      74 !
    14.23       34625     359       359      100.0%       7.6%      9.7%    34625   77.11     7.7%   100.0*    80*   1.996     152 !
    11.62       45519     460       460      100.0%       8.0%     10.0%    45519   73.75     8.1%   100.0*    66*   1.874     205 !
    10.06       54412     549       549      100.0%       8.8%     10.1%    54412   73.52     8.9%   100.0*    54*   1.840     246 !
     9.00       62151     627       627      100.0%       8.8%     10.3%    62151   70.93     8.9%   100.0*    37*   1.424     288 !
     8.22       70007     704       704      100.0%      10.4%     10.8%    70007   66.04    10.4%   100.0*    44*   1.458     327 !
     7.61       74872     747       747      100.0%      10.7%     11.5%    74872   60.95    10.8%   100.0*    28*   1.290     345 !
     7.12       77435     776       776      100.0%      13.4%     13.2%    77435   54.03    13.4%    99.9*    21*   1.131     362 !
     6.71       88572     881       881      100.0%      14.1%     14.7%    88572   48.44    14.1%    99.9*    31*   1.194     417 !
     6.36       93704     928       928      100.0%      15.0%     15.7%    93704   46.24    15.1%    99.9*    20*   1.096     436 !
     6.07       95640     946       946      100.0%      16.8%     18.1%    95640   41.25    16.9%    99.9*    26*   1.061     446 !
     5.81       97628     967       967      100.0%      17.9%     19.4%    97628   38.87    18.0%    99.9*     4    0.880     458 !
     5.58      106568    1053      1053      100.0%      19.6%     21.3%   106568   36.28    19.7%    99.9*     9    0.873     503 !
     5.38      109605    1088      1088      100.0%      18.8%     20.5%   109605   37.09    18.9%    99.9*    -3    0.801     513 !
     5.20      110529    1097      1097      100.0%      20.0%     21.4%   110529   34.70    20.1%    99.9*    -5    0.750     524 !
     5.03      119499    1185      1185      100.0%      19.8%     21.1%   119499   35.45    19.9%    99.9*    -7    0.707     565 !
     4.88      118762    1180      1180      100.0%      19.6%     21.1%   118762   35.48    19.7%    99.9*    -6    0.725     563 !
     4.74      124479    1239      1239      100.0%      20.1%     21.2%   124479   35.30    20.2%    99.9*   -18    0.679     594 !
     4.62      126948    1266      1266      100.0%      19.2%     20.6%   126948   35.54    19.3%    99.9*    -9    0.689     604 !
     4.50      131613    1307      1307      100.0%      20.1%     21.6%   131613   34.83    20.2%    99.9*   -18    0.653     630 !
    total     1759926   17553     17566       99.9%      14.1%     15.2%  1759926   45.17    14.2%   100.0*    17*   0.994    8252 !
 !

18-crystal combined data: low resolution only (4.5 Å) 

Scaling statistics indicate an anomalous signal to ~5.4 Å. 



MaShews	
  probability	
  suggests	
  3	
  or	
  4	
  copies	
  per	
  AU	
  
(3-­‐Å	
  diffracHon	
  limit	
  suggests	
  not	
  4,	
  maybe	
  3,	
  perhaps	
  2)	
  

2	
  mol/AU	
  

3	
  mol/AU	
  

4	
  mol/AU	
  

 +------------------------------------------------------------------------+ !
 |  N(mol)      Prob(N)     Prob(N)        Vm       Volume       MW       | !
 |             for d-min    overall     (A**3/Da)  solvent(%)    Da       | !
 +------------------------------------------------------------------------+ !
 |   1          0.002        0.004        9.52        87        38045     | !
 |   2          0.011        0.013        4.76        74        76090     | !
 |   3          0.213        0.228        3.17        61       114135     | !
 |   4          0.674        0.664        2.38        48       152180     | !
 |   5          0.097        0.088        1.90        35       190225     | !
 |   6          0.003        0.003        1.59        22       228270     | !
 +------------------------------------------------------------------------+ !
!
http://www.ruppweb.org/mattprob/ !



CC(all)	
  vs.	
  CC(weak)	
  for	
  various	
  SHELXD	
  trials	
  

5.2	
  Å	
  P3121	
  

10,000	
  trials	
  per	
  SHELXD	
  run	
  
Search	
  for	
  3x17	
  sites	
  per	
  AU	
  

5.2	
  Å	
  P3221	
  5.2	
  Å	
  P321	
  

CC	
  all	
   CC	
  all	
  

CC	
  all	
  

CC
	
  w
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k	
  
	
  

CC
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ea
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CC
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Phasing	
  trials:	
  clear	
  indicaHon	
  of	
  space	
  group	
  P321	
  –	
  this	
  may	
  be	
  working!	
  



Contrast	
  =	
  0.442	
  
Connect	
  =	
  0.823	
  
Pseudo-­‐free	
  CC	
  =	
  42.56	
  %	
  

Contrast	
  =	
  0.338	
  
Connect	
  =	
  0.792	
  
Pseudo-­‐free	
  CC	
  =	
  35.91	
  %	
  

IniHal	
  maps	
  –	
  choice	
  between	
  two	
  hands	
  is	
  clear	
  	
  

SHELXE	
  phases	
  and	
  maps	
  calculated	
  to	
  4.5	
  Å,	
  contoured	
  at	
  1.5	
  σ	
  	
  



First	
  inspecHon	
  of	
  the	
  S	
  sub-­‐structure	
  –	
  clearly	
  2-­‐fold	
  NCS	
  



DM	
  strategy:	
  Calculate	
  phases	
  &	
  weights	
  to	
  4.5	
  Å	
  
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  extend	
  to	
  3	
  Å	
  in	
  200	
  steps	
  
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  2-­‐fold	
  NCS	
  (operator	
  refined	
  in	
  LSQKAB)	
  
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  75%	
  solvent	
  

Phase	
  extension	
  and	
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not specific to the EXP data (tables S3, S4, and
S5, and fig. S3). Thus, CC* (or CC1/2) is a robust,
statistically informative quantity useful for de-
fining the high-resolution cutoff in crystallog-
raphy. These examples show that with current
data reduction and refinement protocols, it is
justified to include data out to well beyond cur-
rently employed cutoff criteria (fig. S4), because
the data at these lower signal levels do not
degrade the model, but actually improve it. Ad-
vances in data-processing and refinement pro-
cedures, which until now have not been optimized
for handling such weak data, may lead to further
improvements in model accuracy. Finally, we
emphasize that the analytical relation (Eq. 3)
between CC1/2 and CC* is general, and thus,
CC* may have similar applications for data- and
model-quality assessment in other fields of science
involving multiply measured data.
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Structures from Anomalous Diffraction
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Crystal structure analyses for biological macromolecules without known structural relatives entail
solving the crystallographic phase problem. Typical de novo phase evaluations depend on incorporating
heavier atoms than those found natively; most commonly, multi- or single-wavelength anomalous
diffraction (MAD or SAD) experiments exploit selenomethionyl proteins. Here, we realize routine
structure determination using intrinsic anomalous scattering from native macromolecules. We devised
robust procedures for enhancing the signal-to-noise ratio in the slight anomalous scattering from
generic native structures by combining data measured from multiple crystals at lower-than-usual
x-ray energy. Using this multicrystal SAD method (5 to 13 equivalent crystals), we determined structures
at modest resolution (2.8 to 2.3 angstroms) for native proteins varying in size (127 to 1148 unique
residues) and number of sulfur sites (3 to 28). With no requirement for heavy-atom incorporation,
such experiments provide an attractive alternative to selenomethionyl SAD experiments.

Crystallographic structure determinations
for biomolecules require the retrieval of
phases, which are lost when measuring

x-ray diffraction patterns. For the first protein
crystal structures, phase evaluation was by the
method of multiple isomorphous replacement
(MIR) with derivatives incorporating mercury

[atomic number (Z) = 80] or other heavy atoms.
Once many structures were known, phases could
often be estimated by the method of molecular
replacement; however, de novo structure de-
termination remained essential for molecules
without adequately close structural relatives.
Multiwavelength anomalous diffraction (MAD)
analyses (1), which exploit element-specific scat-
tering from x-ray resonance with atomic orbitals,
came to be used increasingly for de novo struc-
tures as tunable synchrotron beamlines devel-
oped (2). Whereas MAD gives definitive phase
information, its single-wavelength counterpart,
SAD, is ambiguous in defining only trigonomet-
ric sines of phases. This phase ambiguity could
be resolved once density-modification proce-
dures, based largely on molecular boundaries

and symmetry, were devised (3, 4); and SAD
then surged (5). MAD and SAD now dominate
de novo phasing, as they have the advantage that
lighter atoms can be effective sources of phasing
signals. Selenomethionine is easily incorporated
into proteins (6), and selenium (Z = 34) is now
by far the most-used phasing element (2). With
MAD and SAD,metal atoms such as iron (Z = 26)
present in some native proteins can also suffice.

Sulfur (Z = 16) is the heaviest element inmost
native proteins. Its K-shell resonance at 2.47 keV
(l = 5.02 Å) is inaccessible to standard MAD ex-
periments, and its anomalous scattering at con-
ventional wavelengths is slight; nevertheless,
sulfur anomalous scattering can suffice for SAD
phasing. The structure of crambin was the first to
be determined from sulfur SAD phasing (7),
although the experiment was not then identified
as SAD. Later, broader effectiveness of sulfur
SAD was demonstrated with tests on lysozyme
(8) and in solving the structure of obelin (9).
Similarly, the feasibility of phosphorous SAD
was demonstrated for nucleic acids (10). The
motivation for truly routine native SAD is great,
because heavy-atom incorporations are often
problematic, even for the most reliable seleno-
methionine. Subsequent optimization of native-
SAD experiments has included developments for
low-energy measurements (11), assessments of
the impact of high data redundancy (10, 11), op-
timal wavelength selection (12), control of com-
plications from radiation damage (13, 14), and
the use of home-source CrKa radiation (15).

Besides test cases and technical developments,
some novel protein structures beyond crambin
and obelin have been determined by sulfur SAD
analyses. As compared with the swelling num-
bers of SAD structures in general, however, the
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not specific to the EXP data (tables S3, S4, and
S5, and fig. S3). Thus, CC* (or CC1/2) is a robust,
statistically informative quantity useful for de-
fining the high-resolution cutoff in crystallog-
raphy. These examples show that with current
data reduction and refinement protocols, it is
justified to include data out to well beyond cur-
rently employed cutoff criteria (fig. S4), because
the data at these lower signal levels do not
degrade the model, but actually improve it. Ad-
vances in data-processing and refinement pro-
cedures, which until now have not been optimized
for handling such weak data, may lead to further
improvements in model accuracy. Finally, we
emphasize that the analytical relation (Eq. 3)
between CC1/2 and CC* is general, and thus,
CC* may have similar applications for data- and
model-quality assessment in other fields of science
involving multiply measured data.
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Crystal structure analyses for biological macromolecules without known structural relatives entail
solving the crystallographic phase problem. Typical de novo phase evaluations depend on incorporating
heavier atoms than those found natively; most commonly, multi- or single-wavelength anomalous
diffraction (MAD or SAD) experiments exploit selenomethionyl proteins. Here, we realize routine
structure determination using intrinsic anomalous scattering from native macromolecules. We devised
robust procedures for enhancing the signal-to-noise ratio in the slight anomalous scattering from
generic native structures by combining data measured from multiple crystals at lower-than-usual
x-ray energy. Using this multicrystal SAD method (5 to 13 equivalent crystals), we determined structures
at modest resolution (2.8 to 2.3 angstroms) for native proteins varying in size (127 to 1148 unique
residues) and number of sulfur sites (3 to 28). With no requirement for heavy-atom incorporation,
such experiments provide an attractive alternative to selenomethionyl SAD experiments.

Crystallographic structure determinations
for biomolecules require the retrieval of
phases, which are lost when measuring

x-ray diffraction patterns. For the first protein
crystal structures, phase evaluation was by the
method of multiple isomorphous replacement
(MIR) with derivatives incorporating mercury

[atomic number (Z) = 80] or other heavy atoms.
Once many structures were known, phases could
often be estimated by the method of molecular
replacement; however, de novo structure de-
termination remained essential for molecules
without adequately close structural relatives.
Multiwavelength anomalous diffraction (MAD)
analyses (1), which exploit element-specific scat-
tering from x-ray resonance with atomic orbitals,
came to be used increasingly for de novo struc-
tures as tunable synchrotron beamlines devel-
oped (2). Whereas MAD gives definitive phase
information, its single-wavelength counterpart,
SAD, is ambiguous in defining only trigonomet-
ric sines of phases. This phase ambiguity could
be resolved once density-modification proce-
dures, based largely on molecular boundaries

and symmetry, were devised (3, 4); and SAD
then surged (5). MAD and SAD now dominate
de novo phasing, as they have the advantage that
lighter atoms can be effective sources of phasing
signals. Selenomethionine is easily incorporated
into proteins (6), and selenium (Z = 34) is now
by far the most-used phasing element (2). With
MAD and SAD,metal atoms such as iron (Z = 26)
present in some native proteins can also suffice.

Sulfur (Z = 16) is the heaviest element inmost
native proteins. Its K-shell resonance at 2.47 keV
(l = 5.02 Å) is inaccessible to standard MAD ex-
periments, and its anomalous scattering at con-
ventional wavelengths is slight; nevertheless,
sulfur anomalous scattering can suffice for SAD
phasing. The structure of crambin was the first to
be determined from sulfur SAD phasing (7),
although the experiment was not then identified
as SAD. Later, broader effectiveness of sulfur
SAD was demonstrated with tests on lysozyme
(8) and in solving the structure of obelin (9).
Similarly, the feasibility of phosphorous SAD
was demonstrated for nucleic acids (10). The
motivation for truly routine native SAD is great,
because heavy-atom incorporations are often
problematic, even for the most reliable seleno-
methionine. Subsequent optimization of native-
SAD experiments has included developments for
low-energy measurements (11), assessments of
the impact of high data redundancy (10, 11), op-
timal wavelength selection (12), control of com-
plications from radiation damage (13, 14), and
the use of home-source CrKa radiation (15).

Besides test cases and technical developments,
some novel protein structures beyond crambin
and obelin have been determined by sulfur SAD
analyses. As compared with the swelling num-
bers of SAD structures in general, however, the
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(15) [rockrose averages 23 times greater ground
cover than dove’s-foot cranesbill per 100 × 100 m
sample area that contains host plants (fig. S1)
(11)]. The long-lived perennial rockrose also has
more stable populations than does the annual
and ruderal dove’s-foot cranesbill. These differ-
ences between the plants enable rockrose to sup-
port larger (Fig. 1, C and D) and more stable
brown argus populations [Levene’s test for equal-
ity of variances: W = 10.97, n = 2 30-generation
sequences, P = 0.002 (Fig. 1D)]. Moreover,
rockrose frequently grows in areas of short turf
on southerly facing slopes (fig. S2) (11, 20), which
provide warmmicroclimates [southerly aspects
receive greater direct radiation and achieve high-
er maximum summer temperatures (21)]. As
recently as the early 1980s, the brown argus was
mainly associated with rockrose populations
on sheltered south-facing slopes (12). The few
historical records of Geraniaceae-feeding pop-
ulations from this period were predominantly
in sand dunes (13), which also provide warm
microclimates.

Summer temperatures in Britain from 1990 to
2009 were on average 0.78°C warmer than be-
tween 1800 and 1989, and this is likely to have
increased the thermal suitability of sites for brown
argus, especially those that are not southerly fac-
ing. This would have increased the ability of
Geraniaceae-containing sites to support brown
argus population growth; there was a 5.3-fold
increase in brown argus population density in
Geraniaceae sites between 1976–1985 and 2000–
2009 (Spearman’s rank correlation between year
and density on Geraniaceae: rs = 0.76, n = 34
years, P < 0.001) (Fig. 1C). In contrast, no in-
crease in overall population density occurred at
rockrose sites (Spearman’s rank correlation be-
tween year and density on rockrose: rs = 0.25, n =
34 years, P = 0.162; 1.1-fold density increase
from 1976–1985 to 2000–2009) (Fig. 1C), even
though butterfly abundance increased temporarily

during warm summers. This suggests that other
factors limit population density on rockrose (sup-
plementary text).

Based on 100 × 100 m grid squares with re-
cords of host plants, dove’s-foot cranesbill is 4 to
17 times more widespread than is rockrose in
counties where rapid expansion has taken place
(Fig. 3) (11). Once the brown argus can establish
populations on cranesbill, the high frequency of
cranesbill populations in the landscape permit it
to spread between populations of this host plant
without the need for long-distance dispersal. The
butterfly’s capacity to use Geranicaeae has been
aided by the spread of butterfly phenotypes that
readily select Geraniaceae plants for egg-laying
(15) and by a degree of escape from natural
enemies (parasitoids) associated with historical
rockrose sites (22). These processes have come
together to generate an unexpectedly rapid trans-
formation in the metapopulation dynamics of the
butterfly from a highly localized distribution as-
sociatedwith southerly facing rockrose-containing
calcareous grasslands to widespread use of vir-
tually any grassland with rockrose or Geranicaeae
host plants. Ecological and evolutionary adjust-
ments by the butterfly, interactingwith alternative
host plants that differ in their niches and life-
history traits, have resulted in rapid range ex-
pansion of this previously rare and declining
butterfly. We suggest that altered interactions
among species do not necessarily constrain dis-
tribution changes but can facilitate expansions.
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Linking Crystallographic Model
and Data Quality
P. Andrew Karplus1 and Kay Diederichs2*

In macromolecular x-ray crystallography, refinement R values measure the agreement between
observed and calculated data. Analogously, Rmerge values reporting on the agreement between multiple
measurements of a given reflection are used to assess data quality. Here, we show that despite
their widespread use, Rmerge values are poorly suited for determining the high-resolution limit
and that current standard protocols discard much useful data. We introduce a statistic that
estimates the correlation of an observed data set with the underlying (not measurable) true signal;
this quantity, CC*, provides a single statistically valid guide for deciding which data are useful.
CC* also can be used to assess model and data quality on the same scale, and this reveals when
data quality is limiting model improvement.

Accurately determined protein structures
provide insight into how biology func-
tions at the molecular level and also

guide the development of new drugs and protein-

based nanomachines and technologies. The large
majority of protein structures are determined by
x-ray crystallography, where measured diffrac-
tion data are used to derive a molecular model.

It is surprising that, despite decades of method-
ology development, the question of how to se-
lect the resolution cutoff of a crystallographic
data set is still controversial, and the link be-
tween the quality of the data and the quality of
the derived molecular model is poorly under-
stood. Here, we describe a statistical quantity
that addresses both of these issues and will lead
to improved molecular models.

The measured data in x-ray crystallography
are the intensities of reflections, and these yield
structure factor amplitudes each with unique h,
k, and l indices that define the lattice planes. The
standard indicator for assessing the agreement of
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(15) [rockrose averages 23 times greater ground
cover than dove’s-foot cranesbill per 100 × 100 m
sample area that contains host plants (fig. S1)
(11)]. The long-lived perennial rockrose also has
more stable populations than does the annual
and ruderal dove’s-foot cranesbill. These differ-
ences between the plants enable rockrose to sup-
port larger (Fig. 1, C and D) and more stable
brown argus populations [Levene’s test for equal-
ity of variances: W = 10.97, n = 2 30-generation
sequences, P = 0.002 (Fig. 1D)]. Moreover,
rockrose frequently grows in areas of short turf
on southerly facing slopes (fig. S2) (11, 20), which
provide warmmicroclimates [southerly aspects
receive greater direct radiation and achieve high-
er maximum summer temperatures (21)]. As
recently as the early 1980s, the brown argus was
mainly associated with rockrose populations
on sheltered south-facing slopes (12). The few
historical records of Geraniaceae-feeding pop-
ulations from this period were predominantly
in sand dunes (13), which also provide warm
microclimates.

Summer temperatures in Britain from 1990 to
2009 were on average 0.78°C warmer than be-
tween 1800 and 1989, and this is likely to have
increased the thermal suitability of sites for brown
argus, especially those that are not southerly fac-
ing. This would have increased the ability of
Geraniaceae-containing sites to support brown
argus population growth; there was a 5.3-fold
increase in brown argus population density in
Geraniaceae sites between 1976–1985 and 2000–
2009 (Spearman’s rank correlation between year
and density on Geraniaceae: rs = 0.76, n = 34
years, P < 0.001) (Fig. 1C). In contrast, no in-
crease in overall population density occurred at
rockrose sites (Spearman’s rank correlation be-
tween year and density on rockrose: rs = 0.25, n =
34 years, P = 0.162; 1.1-fold density increase
from 1976–1985 to 2000–2009) (Fig. 1C), even
though butterfly abundance increased temporarily

during warm summers. This suggests that other
factors limit population density on rockrose (sup-
plementary text).

Based on 100 × 100 m grid squares with re-
cords of host plants, dove’s-foot cranesbill is 4 to
17 times more widespread than is rockrose in
counties where rapid expansion has taken place
(Fig. 3) (11). Once the brown argus can establish
populations on cranesbill, the high frequency of
cranesbill populations in the landscape permit it
to spread between populations of this host plant
without the need for long-distance dispersal. The
butterfly’s capacity to use Geranicaeae has been
aided by the spread of butterfly phenotypes that
readily select Geraniaceae plants for egg-laying
(15) and by a degree of escape from natural
enemies (parasitoids) associated with historical
rockrose sites (22). These processes have come
together to generate an unexpectedly rapid trans-
formation in the metapopulation dynamics of the
butterfly from a highly localized distribution as-
sociatedwith southerly facing rockrose-containing
calcareous grasslands to widespread use of vir-
tually any grassland with rockrose or Geranicaeae
host plants. Ecological and evolutionary adjust-
ments by the butterfly, interactingwith alternative
host plants that differ in their niches and life-
history traits, have resulted in rapid range ex-
pansion of this previously rare and declining
butterfly. We suggest that altered interactions
among species do not necessarily constrain dis-
tribution changes but can facilitate expansions.
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