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First Scientific Experiments for the LCLS

The Scientific Advisory Committee (SAC) for the Linac Coherent Light Source (LCLS) has selected six scientific experiments for the early phase of the project. The LCLS, with proposed construction in the 2003-2006 time frame, has been designed to utilize the last third of the existing Stanford Linear Accelerator Center (SLAC) linac. The linac produces a high-current 5-15 GeV electron beam that is bunched into 230 fs slices with a 120 Hz repetition rate. When traveling through a sufficiently long (of order of 100 m) undulator, the electron bunches will lead to self amplification of the emitted x-ray intensity constituting an x-ray free electron laser (XFEL). If funded as proposed, the LCLS will be the first XFEL in the world, operating in the 800-8,000 eV energy range. The emitted coherent x-rays will have unprecedented brightness with $10^{12}$-$10^{13}$ photons/pulse in a 0.2-0.4% energy bandpass and an unprecedented time structure with a design pulse length of 230 fs. Studies are under way to reduce the pulse length to tens of femtoseconds.

This document presents descriptions of the early scientific experiments selected by SAC in the spring of 2000. They cover a wide range of scientific fields. The experimental teams consist of many internationally recognized scientists who are excited about the unprecedented x-ray capabilities of LCLS that surely will lead to new scientific frontiers. More generally, this document serves to forward the scientific case for an accelerator-based XFEL source, as requested by the BESAC subpanel on Novel Coherent Light Sources, chaired by Stephen R. Leone.

Two general classes of experiments are proposed for the LCLS. The first class consists of experiments where the x-ray beam is used to probe the sample without modifying it, as is done in most experiments at current synchrotron sources. In the second class, the LCLS beam is used to induce non-linear photo-processes or matter in extreme conditions. The same source can be used for both types of experiments by utilizing six-orders-of-magnitude changes in photon flux density by focusing the LCLS beam, and by exploiting the strong dependence of the photo-absorption cross section on photon energy and atomic number.

The first five experiments,

- Atomic Physics Experiments
- Plasma and Warm Dense Matter Studies
- Structural Studies on Single Particles and Biomolecules
- Femtochemistry
- Studies of Nanoscale Dynamics in Condensed Matter Physics

are based on the design parameters of the LCLS (given in Table 1, next page) specified in the *Linac Coherent Light Source (LCLS) Design Study Report: The LCSL Design Study Group*, prepared for the U.S. Department of Energy by SLAC in 1998. Some of the experiments assume that the x-ray beam can be focused to 100 x 100 nm with 50% of full photon flux, which is today’s state of the art.
TABLE 1. Design parameters of the LCLS.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value 1 (Å)</th>
<th>Value 2 (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength range</td>
<td>15</td>
<td>1.5</td>
</tr>
<tr>
<td>Peak sat. power</td>
<td>11 GW</td>
<td>9 GW</td>
</tr>
<tr>
<td># coherent photons/pulse</td>
<td>2.2 x 10^{13}</td>
<td>2.2 x 10^{12}</td>
</tr>
<tr>
<td>Energy bandwidth</td>
<td>0.42%</td>
<td>0.21%</td>
</tr>
<tr>
<td>Pulse width (FWHM)</td>
<td>230 fs</td>
<td>230 fs</td>
</tr>
</tbody>
</table>

The order in which the experiments are described does not reflect their relative priority but rather indicates a thread of connectivity and dependency. All LCLS experiments involve the interaction of a high-power x-ray beam with atoms, and so the first experiment is aimed at understanding this process at a fundamental level. This basic knowledge is important for the second experiment, which uses the high power of the LCLS to create an interesting state of matter, so-called “warm dense matter,” and proposes to probe it by a second delayed LCLS pulse. The third experiment is tied to the first two in that it depends on the time scale over which a biological molecule disintegrates after it is hit by the LCLS beam. Radiation damage is one of the main obstacles today in determining the structure of proteins that cannot be crystallized. The experiment is based on the use of LCLS pulses that are fast enough to determine the structure by x-ray scattering before radiation damage sets in. The fourth experiment goes to the very heart of chemistry, aiming at obtaining molecular pictures, i.e., atomic positions, bond length and angles, during chemical reactions or transformations at femtosecond time scales, an area of research previously reserved for ultrafast lasers. Finally, experiment number five pushes the envelope in probing ordering phenomena in hard and soft condensed matter on the important nanometer length scale, which cannot be seen by optical photons, over a broad range of time scales. Nanoscale dynamics is not only scientifically interesting, but it constitutes the competitive arena of advanced technological devices.

The above five experiments, even at this early proposal stage, already instill dreams of improved XFEL characteristics, for example, shorter pulse lengths. Just as the application of conventional lasers has been accompanied by R&D on lasers themselves, there needs to be an R&D program to explore new accelerator and optics concepts with LCLS. This is the goal of the sixth experiment,

- **X-ray Laser Physics.**

The history of and experience with three generations of synchrotron radiation sources has taught us that the above experiments are at best the tip of the iceberg of scientific opportunities. It is safe to predict that we have not yet thought of the most important experiments that eventually will be done with this new class of radiation sources—x-ray free electron lasers!

- Gopal K. Shenoy and Joachim Stöhr, Co-Chairs, LCLS Scientific Advisory Committee
Atomic Physics Experiments
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I. SUMMARY

All Linac Coherent Light Source (LCLS) applications involve x-ray free electron laser (XFEL)-atom interactions, so understanding basic atomic physics is one of the most important early tasks. Warm dense matter starts with atomic absorption. Even the transmission, diffraction, and attenuation optics necessary to transport and condition the beam will involve basic interactions between atoms and the intense LCLS beam. The intensity and wavelength regime of LCLS place it apart from third-generation sources, and some of the x-ray science will be different. We are in a good position to estimate how basic effects like photoionization might change, but experiments are needed to confirm the calculations, to sort out the relative importance of competing processes, and to lay the foundation for any materials science experiments with the x-rays. We propose investigating this in controlled experiments, using both the focused and unfocused LCLS beam, at both design wavelengths (15 Å and 1.5 Å).

In particular, we propose five initial experiments. The first one aims to directly observe multiple core hole formation in an atom. This is a novel phenomenon, since conditions necessary to produce multiple core holes by direct multiple photon excitation have not existed prior to the LCLS. The experimental signature for this is production of “hypersatellite” Auger electrons with energies significantly higher than those associated with single hole states.

II. BACKGROUND AND MOTIVATIONS

A. Proposed experimental investigations

1. **Direct observation of multiple core hole formation in an atom by the LCLS beam**

This is a novel phenomenon, since conditions necessary to produce multiple core holes by direct multiple photon excitation have not existed prior to the LCLS. The experimental signature for this is production of “hypersatellite” Auger electrons with energies significantly higher than those associated with single hole states.
2. Direct observation of multiphoton ionization of a K-shell electron

This would extend nonlinear optics into the x-ray regime for the first time. Here the process is identified through characteristic line radiation, where the photon energy exceeds the LCLS energy.

3. Observation of giant Coulomb explosions in atomic clusters (GCEC)

This exploits the unique features of the LCLS to produce more energetic clusters with higher charge states. Coulomb explosion energies and charge states are measured directly by observing the exploding ion fragments. Time-resolved radiation from the clusters will also be used to diagnose the cluster conditions.

Advanced research topics leading from these initial experiments include:

1) Studies of radiation and possibly lasing from XFEL-excited matter

2) Formation of highly excited laser plasmas

Details and calculations relating to these experiments will be presented in the feasibility section of this document.

B. Science justification

The LCLS produces copious numbers of photons with energies above the characteristic scale of atomic photoionization—more than an order of magnitude, in fact, above the ionization potential for any atom. Therefore, LCLS-atom interactions differ significantly from the interactions of intense optical or ultraviolet laser beams with atomic targets. Although beams of x-rays with this energy and intensity have never been produced before, we still have a pretty good idea what new physics to expect from studies with weak incoherent x-ray sources. We stress, however, that the basic physics of this regime has never been explored, and therefore verification of fundamental ideas is a paramount scientific objective. This verification will serve several immediate needs in addition to basic physics. First, it may lead to simple absolute diagnostics of LCLS beam parameters, such as intensity and coherence. Second, it will help to validate models of more complex XFEL-matter interactions in important new systems like warm dense plasmas. Last, we must understand the fundamental atomic origins of damage mechanisms and nonlinearities in beam conditioning optical elements of all kinds, including vacuum windows, attenuators, mirrors, gratings, and zone plates. Our scientific program is aimed at the basic physics of these mechanisms in single atoms and in clusters. We are concentrating on those effects that are distinct from physics observed at third-generation synchrotron light sources.

Photoionization of atomic inner shells with x-rays has long been studied with second- and third-generation light sources in the weak-field limit [1]. There, the photon interacts predominantly with a single electron to create a single inner-shell vacancy. Direct production of multivacancy states occurs as a consequence of electron correlation within the atom and is evident as weak satellite structure in the x-ray absorption near-edge structure (XANES) and extended x-ray absorption fine structure (EXAFS) [2]. Indirect production of multivacancy states occurs through relaxation of a core hole via Auger and shake-off processes, where either the initially created vacancy “bubbles up” successively through the outer shells or an additional electron is shaken off due to the sudden change in the core potential [3,4]. With the intensities available with the LCLS, one is able, for the first time, to control the production of multiple vacancies in a specified inner shell. This is in contrast to the usual situation, where atomic decay processes dictate the
final state of the ion. Substantial work has accumulated on the spectroscopy of atoms with multiple inner-shell vacancies due to utility of these states in plasma diagnostics and their copious (albeit uncontrolled) production via fast heavy ion impact on gases [5].

III. SCIENTIFIC OBJECTIVES

Our near-term objectives are to observe, study, and quantify a number of fundamental atomic processes, which have not been accessible at previous x-ray sources or laser light sources.

A. Single-atom inner-shell multiple ionization

Optical lasers with the intensity and pulse duration of the unfocused LCLS beam are capable of multiple ionization, and careful studies of this have revealed the presence of both sequential and nonsequential (i.e., cooperative) processes. Analogous effects will occur with the LCLS beam, with several important differences, which must be studied and verified.

- **Inner-shell multiple photoionization dominates.** The cross sections for inner-shell photoionization are typically much higher than those for the valence shell at x-ray or XUV wavelengths, so the photoionization will occur “inside-out.” The photoionization rate \( \Gamma \), even for the unfocused LCLS, will exceed the inverse of the pulse duration \( 1/\tau \) in many atoms. Therefore, a substantial fraction can be created with multiple vacancies in a single shell, that fraction far exceeding the weak-field, high-energy shake-off limit of \( 10^{-4} \). These multiple inner-shell vacancies in complex atoms will cascade decay to extremely high charge states, for example the most probable charge state for the decay of a double K-vacancy state \([KK] \) in argon is +8.

- **Rapid relaxation.** Since optical lasers typically ionize the valence shell, the atom is likely to be left in its ionic ground state. Studies of VUV fluorescence emission from ions formed by ultraviolet lasers at the LCLS duration and intensity have revealed that this photoionization mechanism begins to change at shorter wavelengths to favor the production of excited state ions [6]. The precise nature of the change is still a matter of controversy; explanations include coherent excitation of multiple electrons or even whole shells of electrons in the atom [6]. At x-ray wavelengths, inner-shell ionization is preferred, so excited state ions are the rule rather than the exception. The Rhodes mechanism of multiple ionization within a shell may be greatly suppressed, however, due to the tendency towards Auger relaxation, which typically occurs in 0.1 fs. Therefore, studies that are sensitive to the competition between multiple excitation and rapid relaxation are of utmost importance.

- **Coherent multiphoton effects.** Nonlinear optics has always been the province of lasers, but the LCLS will present some new challenges and opportunities to study nonlinear effects in inner cores of atoms. Furthermore, if we can find a simple nonlinear effect to study, this could be a simple and reliable diagnostic of some of the temporal properties of the beam. Perhaps the easiest physical phenomenon to observe is two-photon photoionization. This is nonresonant, so the precise wavelength of the XFEL is relatively unimportant. It also has a very simple and easily observed signature: the production of characteristic x-rays from the atom at an energy greater than the XFEL is proof of energy pooling of the laser photons. This effect could even be observed with a small branching ratio and in the presence of considerable background.

- **Inversion of ordinary materials.** The second revolution in laser technology occurred in the early 1970s, when it was appreciated that the workhorse nitrogen and ruby lasers could be used as the excitation source to produce more exotic lasers. The LCLS presents the opportunity for
serious studies of x-ray laser mechanisms in many materials, where this form of energy deposition and transport may be important. The reason is that LCLS excitation produces a natural inversion, since ions are almost never produced in their ground electronic states. Careful studies of the fluorescence and Auger emissions should reveal the conditions necessary to reach lasing thresholds in these systems.

- **X-ray lasers.** We can expand studies of inversion and threshold to full-blown investigations of laser-pumped x-ray laser systems at the LCLS.

**B. Molecular and cluster effects**

Laser-cluster interactions have been fruitful sites of new physics and physical chemistry over the past decade. Experiments on rare gas clusters illuminated by lasers with pulse duration and intensity comparable to the *focused* LCLS revealed rapid charging and heating of the clusters, followed by disassembly in a Coulomb explosion [7]. The clusters are themselves very bright and short sources of x-ray radiation. In addition, the high energy of the exploding fragments has enabled experiments on table-top fusion and may have additional applications as well [8]. The LCLS will be a unique tool for cluster research because of the very high probability for multiple ionization of the cluster atoms and the high energy of the departing ions. If the average Auger multiplicity is two electrons per ion, then we expect a xenon atom to be ionized about ten times during the pulse for a 15 Å laser.

**C. Generalization to materials damage**

Fundamental work on atoms and clusters can be generalized to studies of damage in bulk materials. The general experimental chamber that we will need for the atomic physics could be modified to study the mechanisms for energy deposition and energy transport in condensed phase materials, and the data collected would be useful for designing optical elements for the beam or finding the correct conditions for plasma experiments.

**D. Plasma formation**

The multiple ionization and hot electron generation lead to unique plasma conditions. Simulations of warm dense plasmas will benefit from energy and multiplicity data collected in our experiment, and we place a high priority on providing this for other experiments at the LCLS.

**E. Anticipated impact**

The results of our studies will provide critical data for the design of any future experiments involving laser-matter interactions at LCLS intensities. We can envision no serious attempt to develop this x-ray science without a program on fundamental laser-atom interactions. In addition, several areas of atomic physics will benefit. First, the whole field of collective excitation of atomic electrons by lasers will become much more clear through the addition of LCLS data at 15 Å. We will certainly shed light on, if not resolve, the controversy about the mechanism for collective excitation seen at 248 nm. The field of cluster dynamics will also enter a new regime with our experiments. X-ray lasers may be studied in much greater detail than previously, where they could only be produced at relatively long wavelengths or at short
wavelength using NOVA-class lasers. And finally, we expect to validate many of the
assumptions of wavelength scaling in multiphoton laser-atom physics.

The LCLS is a unique tool for most of these studies. Its combination of intensity, coherence,
wavelength, and pulse duration, cannot be duplicated with other laboratory sources.

IV. EXPERIMENTAL DETAILS

A. Feasibility assessment

1. Experiment 1: Multiple core hole formation

Multiple core hole formation will be observed in a gas target of neon. The atomic requirement is
a relatively high photoionization cross section, simple noncorrosive monatomic target. We
choose the neon K-shell for the first test because of the relative simplicity of its spectroscopy
[5,9] and the wealth of information available on photoionization in the weak-field limit [10-12]
but emphasize that the concepts are applicable to all atoms. The physical process is pictured as
follows: Two photons are sequentially or simultaneously absorbed by the K-shell of neon to form
two vacancies within a time scale shorter than the relaxation time (\(\tau_{\text{Auger}} = 2.5\) fs). Nonradiative
(Auger) relaxation dominates the radiative channel at low Z and in neon by a factor of 100. Thus,
starting with a single K vacancy, KLL Auger decay produces primarily Ne\(^{2+}\), as observed in
earlier work where it was 94% of the yield [13] with a 6% branch to the Ne\(^{3+}\) due to double
Auger decay processes, KLLL. By analogy, a double K vacancy state would produce Ne\(^{4+}\) as a
clean and detectable signature.

Energetically, production of a double K vacancy state is not allowed by single photon absorption
at energies near the K-edge. There is an energy threshold for production of multiple K holes that
is somewhat higher than twice the K-binding energy. For neon, the threshold for ejection for the
second electron via a sequential ionization is estimated from the tables of Maurer and Watson [5]
to be 993 eV. Thus, one may be able to distinguish a simultaneous vs. a sequential multiple
ionization process by its photon energy dependence. For a simultaneous process, it may be
sufficient for the photon energy to be (870 + 993)/2 = 932 eV, whereas for a sequential process
one would assume that the photon energy would have to exceed the highest photon energy
required, 993 eV. Ion yields via time-of-flight spectroscopy would be a simple diagnostic, if the
direct ionization channel dominates, as is the case with the focused LCLS beam. (At high photon
energies (40 times K binding energy), the probability of [KK] production approaches the
high-energy shake-off limit, \(6 \times 10^{-4}\).) Recent measurements using the cold target recoil ion
momentum spectroscopy technique on supersonic jets of neon to study multiple-ionization
mechanisms of optical high-intensity lasers may eventually be useful to delineate detailed
mechanisms [14].

In practice, it is difficult to produce cleanly a single K vacancy with photon excitation at energies
where [KL] vacancies are possible, in neon for E > 915 eV. The primary photoexcitation
produces [KL] as an energy-dependent branch of up to 10%, which in turn produces a
background of 0.5% of Ne\(^{4+}\). When [KK] is not dominant (unfocused beam as shown in Table
1 below), electron spectroscopy is preferable because the hypersatellite transitions due to [KK]
are well separated from the “satellite” transitions due to [KL] and diagram lines due to [K]. For
[KK] in neon, the energies of the hypersatellite Auger transitions range from 812-880 eV [15],
whereas the diagram and satellite transitions range from 730-806 eV [10].

These can be easily distinguished in a standard energy-dispersive electron spectrometer. One
option is to scan a cylindrical mirror analyzer electron spectrometer with \(\Delta E/E_{\text{pass}} = 2\%\), \(E_{\text{pass}} =\)
100 eV; collection efficiency = 1%, for an overall collection/detection efficiency of 0.5% at a resolution of 0.25% for 800 eV kinetic energy electrons. Drawbacks include no simultaneous detection of multiple energies and limited angular information, as all azimuthal angles are detected. Advantages are easy setup and versatile energy range. Another option is an energy-dispersive spherical sector spectrometer equipped with a position-sensitive detector. Here the collection efficiency is $4 \times 10^{-5}$ for a resolution 0.35%. Drawbacks include more complex setup and smaller collection efficiency. Advantages include angular resolution and multiplex energy detection. For the unfocused beam and an event rate of up to $7.5 \times 10^7$ /pulse, one obtains 3000 counts/pulse over the entire energy range in the spectrometer from [KK] production. Note that these high rates are achievable only because the neon target density can be very high without cluster formation. The densities for heavier rare gases would need to be scaled down by factors of 10 to 1000.

If we focus the beam (demagnification factor of $3 \times 10^4$), we easily saturate the transition and the photoionization rate will exceed the Auger decay rate. The hollow atom component will be predominant rather than the small fraction ($10^{-4}$) that is typically observed with weak-field synchrotron radiation. The field strength (2000 V/Å) will be comparable to the binding energies of the core electrons. At intermediate intensities, as would be achievable with suitable beam attenuators, the field strengths could be made comparable to valence electrons, and one may observe recapture of a slow outgoing K-electron by the field and rescattering on the 2p valence shell of neon to produce multiple ionization. Complex mechanisms could be operative; electron and ion spectroscopy would be needed to identify the final states in the interaction. Theory would be needed as a guide. In any event, a wealth of intriguing multiple electron dynamics await discovery in this new regime of high-field, short-wavelength interactions with atoms.

<table>
<thead>
<tr>
<th>TABLE 1. Parameters of the unfocused and focused beam.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>--------------------------------------------------------</td>
</tr>
<tr>
<td>LCLS energy range</td>
</tr>
<tr>
<td>Photons/pulse</td>
</tr>
<tr>
<td>Beam area</td>
</tr>
<tr>
<td>Pulse width</td>
</tr>
<tr>
<td>LCLS intensity</td>
</tr>
<tr>
<td>Ne photoionization σ (K edge, 14.2 Å, 870 eV)</td>
</tr>
<tr>
<td>Instantaneous ionization rate/atom</td>
</tr>
<tr>
<td>Auger relaxation rate</td>
</tr>
<tr>
<td>Probability per atom for multiple ionization during relaxation time</td>
</tr>
<tr>
<td>Density of pulsed jet target 1 mm from nozzle</td>
</tr>
<tr>
<td>Interaction volume (area x length)</td>
</tr>
<tr>
<td>Number of atoms experiencing direct multiple core hole formation</td>
</tr>
</tbody>
</table>
2. Experiment 2: Multiphoton ionization

Nonresonant two-photon photoionization of the L-shell will be observed in atomic krypton near the threshold for this transition, at 850 eV. Either the x-ray or Auger emission from n=3 to n=2 can be detected, at an energy of about 1.5 keV. This is well above the energy of any photons or electrons that can be produced from single-photon absorption or scattering of the LCLS beam, so it is a very clean signature. However, background from higher energy photons (third-order free electron laser and spontaneous emission) must be minimized. Here are the results of some simple calculations: The two-photon absorption cross section can be estimated from the fact that the matrix element involves two dipole couplings divided by a dephasing rate. The latter is dominated by the energy mismatch between the photon energies and the resonant state splittings, which are different by approximately a factor of two.

Let us try to be semiquantitative about this. I estimate the two-photon cross section as:

\[ \sigma_{2\gamma} \sim \sigma_{\gamma} \frac{2 \tau}{\Gamma_{2\gamma}} = (10^{-18})^2 (10^{-17}) = 10^{-53} \text{cm}^4 \text{s}, \text{and} \]

\[ \Gamma_{2\gamma} = \sigma_{2\gamma} \frac{I^2}{\gamma} = (10^{-53} \text{cm}^4 \text{s})(10^{31} \gamma \text{cm}^2 \text{s}) = 10^8 \text{s}^{-1}. \]

In one pulse we have \( 2 \times 10^{-5} \) two-photon absorptions per atom, or about two million of these unusual events per shot for a target thickness of \( 10^{11} \) atoms. The events could either be detected through the Auger decay channel in an energy-dispersive electron spectrometer or through the x-ray channel using a variable-line spaced grating spectrograph. Although the branching ratio of \( \frac{\Gamma_{\text{Rad}}}{\Gamma_{\text{Auger}}} \) is only \( 0.02 \) for the Kr L-shell, simple solid-state detectors can be employed to detect the radiation. For the x-ray channel, assuming a typical acceptance-limited efficiency of \( 10^{-4} \), we should be able to detect 4 photons per laser pulse. For the Auger channels, assuming an acceptance limited efficiency of \( 4 \times 10^{-5} \), we should be able to detect 80 electrons per laser pulse. If the focused beam were employed, the two-photon absorption rate, \( \alpha \frac{I^2}{\gamma} \), would increase by \( 10^8 \).

Resonance-enhanced two-photon absorption can also be observed if the LCLS output can be set at the appropriate energy. Resonant structure in two-photon absorption is well known in valence shell spectroscopy, with enhancements of many orders of magnitude. The analogous enhancement is expected and predicted for inner-shell transitions in atomic neon [16]. Resonant structures corresponding to \( 1s \rightarrow 2p, 3p, 4p \) in neon between 840 and 870 eV are predicted to rise 2 to 15 orders of magnitude above the nonresonant background of \( 10^{-55} \text{cm}^4 \text{s} \). The two-photon absorption rate would increase in proportion to the cross section and decrease due to mismatch of the bandwidth of the LCLS radiation with the line shape of the resonance \( \alpha (\Delta E_{\text{LCLS}}^2 + \Delta E_{\text{transition}}^2)^{1/2} \), which is a factor of \( 10^1 \) for neon 1s excitation). For these transitions, the signature of two-photon absorption would be photoelectrons at the appropriate kinetic energy, which, unlike the nonresonant transitions in Kr above, is near the photon energy. These would need to be distinguished by relatively high-resolution electron spectroscopy as is possible using the equipment described above. However, we should note that one expects resonant structure in Kr L-shell two-photon absorption, \( 2p \rightarrow np, nf \) transitions, and these will have signature electrons at energies far above the photon energy. These resonant structures may be important for future applications of the LCLS as the two-photon rate can exceed the one-photon rate for the quoted intensities.

3. Experiment 3: LCLS proposal to observe GCEC

The LCLS will present a serious problem to all of its users, a problem inherent in its usefulness: it will deposit large amounts of energy on surfaces of materials in very short times. Common
experience with high-powered light sources of other types suggests that, on surfaces of materials, damage will be a constant concern. The science of material damage by high-intensity light is in its infancy, even with the advent of serious use of lasers in material processing.

The mechanism of material damage is presumed to be ionization-initiated electron seeding followed by avalanche breakdown within the absorption depth of the light. Just how this happens and the controlling factors are now only poorly understood. It is the purpose of this series of controlled experiments to understand the role of the generation of fast electrons during ionization and their consequences. In Experiments 1 and 2 of this proposal, we have discussed the study of how the inner shells control the energy distribution during ionization. In this experimental campaign, we propose to systematically study the impact of released charges upon otherwise ordered, neutral matter.

To construct a quantifiable experiment, we will generate, using recently developed super cooling and expansion nozzles, clusters of xenon atoms that will be controlled in size from a few thousand, up to nearly $10^{12}$. These clusters will be produced in the same apparatus as that used in Experiments 1 and 2, and the mass spectrometers will be appropriately adjusted to analyze the resulting fragments when the clusters are broken apart by the ionization process.

The unique characteristics of the LCLS light play a pivotal role here.

- The number of useful photons is enormous: between $10^{12}$ and $10^{13}$ photons/pulse.
- The time duration is small (200 fs) yielding a peak flux of nearly $10^{25}$ photons/sec/(10 x 30 $\mu$m)$^2 \sim 10^{31}$ photons/sec/cm$^2$ unfocused.

Since ionization cross sections for the heavier elements at 15 Å are on the order of $10^{-19}$ cm$^2$, during the pulse time of 200 fs, each atom exposed to the unfocused beam will undergo approximately $(10^{31} \times 10^{-19} \times 10^{13}) \sim 1$ ionization event. That is, the ionization will saturated. Now, each atom is being ionized from an inner shell, with the dominant relaxation mechanism due to Auger recombination. Thus, each ionized atom creates two or more electrons in the unfocused beam. (We point out here that, if we focus the LCLS beam to 0.01 $\mu$m, then each atom in the cluster will be classically ionized nearly 10,000 times over. What is unique about this situation is that the atom will continue to ionize, since the Auger rates (~ 0.1 fs) are nearly 1000 times faster than the ionization rate. Thus, each atom will ionize until it strips down to the core level of the initial ionization event.)

A ball of charge is produced that contains on the order of $10^9$ nuclei that are at least in the first ionization stage. This will represent a plasma of sufficient density that no optical photon could have penetrated to have produced it in the first place. But since the LCLS is lasing at 15 Å, the ball is easily penetrated and completely ionized.

The ionized electrons are created with Auger energies (at least several kilovolts) and many of them escape, resulting in a positive Coulomb ball, before the electrostatic potential grows strong enough to hold them back. If the ball is assumed to have a radius of $10^{-5}$ cm, then electrons will leave until the electrostatic potential of the uncovered positive ions rises to several kilovolts at that radius. This will occur for net positive charges of approximately $10^9$. This is a net charge of $10^{10}$ Coulombs. The resulting ball will explode in a unpredictable manner, but one that is guaranteed to produce fast nuclei. It is this mechanism that we wish to investigate and that constitutes the fundamental process by which damage occurs on surfaces during irradiation by high-intensity x-rays.
4. LCLS operations needs

This proposal is designed to investigate the inner core ionization mechanisms of atoms during extremely high-intensity, single-photon irradiation. The investigations described under III. Scientific Objectives are all experiments requiring the measurement of rare events in the presence of a large background. To accomplish this, we are requesting that:

- The LCLS beam parameters be set to the 15 Å nominal wavelength. This choice is mandated by the substantially larger inner-shell ionization cross sections at 15 Å than at 1.5 Å. The planned experiments do not require any on-line tunability of output wavelength, although we would like to be able to acquire data at several specified energies to observe above and below threshold effects.

- The first-order undulator radiation be isolated from the third-order radiation and the spontaneous background. This could be accomplished with a pinhole to eliminate the spontaneously radiated halo followed by a grazing-incidence mirror such that the angle of incidence is less than the critical angle for the first harmonic and greater for the third harmonic.

- The beam optics in this experiment line be capable of operation either unfocused, where much of what is proposed can be performed, yet capable of being focused to at least a minimum spot size of 0.1 µm. We point out that should the beam be capable of focusing to 0.01 µm, complete saturation of the Compton cross section would be possible. These proposed experiments have estimated cross sections that are at least $10^4$ larger than the Compton cross section.

- The experimental apparatus be in a position relative to the LCLS that the unfocused beam size is on the order of 10 x 30 µm. The LCLS parameter specifications suggest that this mandates having the apparatus within meters of the LCLS output port, since this experiment will require the maximum flux available on the LCLS and will be executed in a high-vacuum environment. At 15 Å, it is not clear at this point how to isolate the experimental vacuum vessel from the LCLS vacuum. Since the apparatus has to be placed close to the machine to obtain the required flux, the proposed vacuum connection to the LCLS will have to be carefully designed to mitigate the effects of vacuum failures within the experimental region.

- The pulse width be made as short as possible. Although our calculations show that these proposed experiments can be successful at the current LCLS design parameter of 233 fs, the probability of gaining higher quality data increases in direct proportion to the decrease in the pulse length of the 15 Å light.

5. Instrumentation needs

The basic instrumentation needs for this experiment are built upon the requirements for any atomic physics experiment that attempts to measure the resultant photon/electron/ion yield after the interaction of a photon beam with atoms. The difficulty here and what distinguishes it so dramatically from previous ionization-type experiments, is the short-wavelength nature of the radiation, the large instantaneous flux of photons, and the need to measure particles and photons in a time-gated fashion in synchronization with the light from the LCLS.

- An effective beam attenuator, perhaps along the lines described in the LCLS design study report, will have to be fielded and tested. Our experiment requires the ability to control the total flux delivered to the target chamber on-line. There is no need to adjust the intensity on a shot-by-shot basis. Instrumentation that accompanies this attenuator is a diagnostic of the
total flux entering the experimental chamber, which is highly reproducible. This instrument will need the essential characteristic of measuring the total flux without generating unwanted ionization within the experimental vessel.

- A trigger system, based upon fluorescence or charge detection from the LCLS beam itself, must be developed. This device must have high-temporal resolution (~ 100 fs), stability, and yield no unwanted photons or charged particles. Earlier generations of these kinds of devices are well known, though their implementation in this environment has not been demonstrated.

- Gated, dispersive x-ray detectors are needed that are capable of measuring x-rays in the range of 100 eV-15 keV. These devices, the first several generations of which have been developed by U.S. Department of Energy (DOE) laboratories, would need to have time resolution on the order of picoseconds and trigger stability with the LCLS pulse.

- For the fastest x-ray measurements, either or both an x-ray streak camera and time-correlated x-ray photon counting electronics will be required. These instruments are crucial for the detection of the signature x-ray emissions in the presence of large scattered x-ray backgrounds.

- Precision, gated electron and ion detectors, with energy resolution and high background rejection, are needed. Again, much of this technology exists in the DOE laboratories but will need upgrading and modification. The electron detectors, for example, must be capable of measuring electrons with energy of 10 to 1000 eV with a resolution 2%. The time gating, timed by the LCLS pulse, is necessary to discriminate against unwanted background electron sources.

- This experiment will confront directly a problem inherent to all of the experiments on the LCLS that attempt to measure scattered x-rays of charged particles: The beam from the LCLS will be of such a short wavelength and so intense that, even if a small fraction of the beam hits any portion of the experimental apparatus (including the entrance and exit ports), the chamber will be swamped by background events. Thus, an explicit program to develop beam transport and dumping of precision heretofore never attempted must be initiated.

- The experimental apparatus will be a large volume, ultrahigh vacuum vessel with state-of-the-art differential pumping systems to accommodate the pulse gas nozzle for the production of atoms and clusters synchronized to the LCLS beam. The efficient, high-throughput pumping system will be necessary to ensure reduced background ionization events and to permit the anticipated direct vacuum connection to the LCLS proper.

6. **R&D in support of construction**

The needs for R&D for this experiment come in two distinct categories: 1) modeling/calculations and 2) a laboratory-based laser-plasma facility for instrument development.

The need for calculations (relativistic, Hartree-Fock) are necessary for the accurate prediction of the energies of ejected electrons in the cases of interest and of the precise wavelength of the signature x-rays of the processes under investigation. This experiment will be difficult under the best of circumstances, so having an accurate map of the expected energies and wavelengths of marker events will be important. The capability of this kind of modeling and calculation exists on the supercomputers of the DOE laboratories, and several of our team are experts in this arena. Support for their time to perform and analyze these results is an important ingredient for this experiment.
The experimental program has enough new technology (in addition to the LCLS itself), with enough systems integration of sophisticated detectors, that an experimental set up demonstration is all but required. We propose that a laboratory-scale, laser-plasma source of 15 Å x-rays with essentially the same pulse length structure and repetition rate as the LCLS be built. The source would make use of the new generation of high repetition rate, high average power, subpicosecond visible lasers to produce 15 Å radiation from heavy materials. Much work over the years has shown that the length of the light pulses emitted from these plasmas can be made as short as those expected from the LCLS, so we can test our photon counting, x-ray streak cameras, electron energy analyzers, and timing equipment. Naturally we cannot expect to research the high-intensity ionization phenomenon itself with this apparatus, but we can greatly mitigate the experimental risks associated with the LCLS experiment.

V. REFERENCES

I. SUMMARY
The construction of a short-pulse, tunable x-ray laser source will be a watershed for plasma-based and warm dense matter research. The areas we will discuss below can be separated broadly into warm dense matter research, laser probing of near solid density plasmas, and laser-plasma spectroscopy of ions in plasmas.

The area of warm dense matter refers to that part of the density-temperature phase space where the standard theories of condensed matter physics and/or plasma statistical physics are invalid. Thus, warm dense matter refers, on the one hand, to states from liquid to greater than solid density with temperatures comparable to the Fermi energy. On the other hand, it also refers to those states of matter that are plasma-like, but are too dense and/or too cold to admit to standard solutions used in plasma physics. This is the region where plasmas become strongly coupled so that perturbation approaches fail, as no small expansion parameters exist. Moreover it is the region where the temperature of a solid nears or exceeds the Fermi temperature, thus indicating the failure of standard cold condensed matter approaches. Warm dense matter, therefore, defines a region between solids and plasmas, a regime that is found in planetary interiors, cool dense stars, and in every plasma device where one starts from a solid, e.g., laser-solid-matter-produced plasma, as well as all inertial fusion schemes. Experiments in the warm dense matter regime represent the most straightforward application of the Linac Coherent Light Source (LCLS), as it uses the beam to directly serve as the heating mechanism in a manner that is elegant yet unachievable with other sources.

The study of dense plasmas has been severely hampered by the fact that laser-based methods have been unavailable. The single most useful diagnostic of local plasma conditions, e.g., the temperature ($T_e$), the density ($n_e$), and the ionization ($Z$), has been Thomson scattering. However, the fact that the critical electron density where visible light will not propagate is $\sim 10^{22}$ cm$^{-3}$ indicates that all dense plasmas cannot be probed. The LCLS will remove this impediment by making high-density plasmas accessible for the first time. Moreover, as plasma becomes denser, one reaches regimes where ideal plasma theories break down and this will certainly occur in cool dense plasmas. Thus, by probing different scattering angles one can move from noncollective to collective regimes where plasma theory remains to be tested.

Laser-based plasma spectroscopic techniques other than Thomson scattering have been used with great success to determine the line shapes of atomic transitions in plasmas, study the population kinetics of atomic systems embedded in plasmas, and look at redistribution of radiation. However, as with Thomson scattering, the possibilities end at plasmas with electron densities >
since light propagation through the medium is severely altered by the plasma. This will change when the LCLS becomes available. The entire field of high-Z plasma kinetics from laser-produced plasma will then be available to study with the tunable source. As an example, one can study the underlying mechanisms that are currently used to produce soft x-ray lasers. Probing the kinetics of ion stages to test the gain of a potential laser scheme represents one of the most exacting tests of our ability to understand the kinetics of ions embedded in plasmas.

All of these areas will be discussed below with a view to explaining the difficulties of, and providing an outline for, plasma-based experiment at the LCLS.

II. BACKGROUND

Since the late 1960s plasma-based research has moved toward higher density regimes. The advent of laser-produced plasmas and laser-based plasma diagnostics has fueled interest in the formation of plasmas at densities nearing solid density. There are two separate areas where LCLS can play a critical role in moving this field substantially forward. The first is in the area of warm dense matter research, while the second is in the area of plasma spectroscopic techniques that will be made possible.

We note that whether we are interested in creating warm dense matter, performing Thomson scattering, or probing a plasma, the LCLS provides a major advance on any capability that exists with third-generation sources. The key to the advance is the tunable, narrow-band x-ray source with a very short pulse duration. Since the individual pulse intensity is the essential quantity for all the plasma-based research, the comparison of the LCLS to current synchrotron sources is best summarized by comparing peak spectral brightness. Indeed, one finds a 10-order-of-magnitude enhancement that will make the LCLS a successful source for plasma-based research. The utility of the high repetition rate of other sources, e.g., the Advanced Photon Source or the European Synchrotron Radiation Facility, are not useful here since we require a single photon pulse to either heat, scatter, or probe matter that is transient. Indeed, the creation of solid matter that is at a temperature greater than 1 eV while not expanding requires the LCLS.

Further, to measure the Thomson signal in a dense plasma or the warm dense matter regime requires a Thomson probe, here the LCLS, with a temporal duration that is short compared to the evolution of the system but long enough to probe the plasma collective modes. The LCLS, with a nominal 200 fs pulse duration, will be able to probe the electron feature arising from the collective behavior of the electrons. For an electron density of $10^{22}$ cm$^{-3}$ one finds that 1 fs is sufficient for collective response. However, the ion collective behavior will take on the order of 100 fs leading to the possibility that the collective ion acoustic modes will not be sampled appropriately. The evolution of the system will proceed on the order of a picosecond. This indicates that any probe of the system must have a pulse duration on the ps time scale. As will be seen below, the LCLS makes this possible.

Finally, the spectroscopic probing of high-energy-density plasmas requires a short-pulse, high-energy source. For the source to be useful as a spectroscopic probe requires a spectrally tunable source for which the number of photons per mode must be on the order of unity. The photons per mode measure the probe’s ability to dominate a radiative transition, which is required to provide observable signal. Due to the high peak brightness the LCLS is extremely well matched to this task.

Thus, in all the proposed plasma-based research, the LCLS will provide an important new advance on the existing sources. Where we are currently scratching the surface, the LCLS will open the way for in-depth study of both high-energy-density plasmas and warm dense matter.
A. Warm dense matter

The LCLS, with its short-duration pulse containing a substantial number of high-energy photons, can be used to generate solid matter at temperatures of \( 10 \) eV, i.e., warm dense matter. The interest in the warm dense matter regime arises because in dense plasmas the atoms and/or ions will start to behave in a manner that is intrinsically coupled to the plasma. That is, the plasma starts to exhibit long- and short-range order due to the correlating effects of the atoms/ions. This intriguing regime, where the plasma can no longer be considered a thermal bath and the atoms are no longer well described by their isolated atom behavior, provides a tremendous challenge to researchers. In the limit of dense cool plasmas one obviously arrives at the threshold of condensed matter. Here the problem has changed from a perturbative approach to ground-state methods where complete renormalization of the atom/ion and its environment is essential.

From the prospective of plasma studies the defining quantity is the coupling parameter \( \Gamma \), which is the ratio of the interatomic potential energy to the thermal energy given by the equation:

\[
\Gamma = \frac{Z^2 e^2}{r_0 kT},
\]

where \( Z \) is the ion charge and \( r_o \) is the interparticle spacing given in terms of the electron density \( n_e \) as:

\[
r_o = \left( \frac{3Z}{4\pi n_e} \right)^{1/3}.
\]

The regions of interest span the density-temperature phase space going from modestly coupled (\( \Gamma \approx 1 \)) to strongly coupled (\( \Gamma > 1 \)), while bridging the transition regimes between solid to liquid to plasma.

In Fig. 1 we show schematically the region of the temperature-density plane where warm dense matter studies are important. Here we show the temperature (\( T \)) in eV versus the density (\( \rho \)) in g/cm\(^3\) both for hydrogen, a low \( Z \) element, and aluminum, a moderate \( Z \) element. The region where the theoretical uncertainties are largest are those where the standard theoretical approaches fail and experiments are exceedingly difficult. These areas are broadly indicated by the blue-gray overlay. Thus, we can understand that the difficulty arises theoretically from the fact that this is a regime where there are no obvious expansion parameters, as the usual perturbation expansions in small parameters used in plasma phase theories are no longer valid. Further, there becomes an increased importance on density dependent effects, e.g., pressure ionization, as the surroundings start to impinge on the internal structure of the ion or atom. Experimentally, the study of warm dense matter is difficult, as the isolation of samples in this regime is complicated. Indeed, although the plasma evolution of every \( \rho-T \) path that starts from the solid phase goes through this regime and plays an important role in its evolution, trying to isolate warm dense matter remains a major challenge.
The study of warm dense matter offers the possibility of exploring new frontiers in diverse areas, including strongly coupled plasma physics, high-temperature condensed matter physics, planetary science, and astrophysics, as well as high-pressure chemistry. Moreover, in many areas of research the transition from a cold dense solid to tenuous hot plasma occurs in a time-dependent manner, being important to the physical description of the system and its evolution. Examples are numerous, with the most obvious being the density–temperature ($\rho$-$T$) track of inertial fusion targets, laser-produced plasma sources, and shock-heated systems.
temperature of the system relative to the Fermi energy, $E_{\text{Fermi}}$. In the case where the $T < E_{\text{Fermi}}$, the normal methods of condensed matter theory will work, as only a few valence/conduction bands need to be taken into account. However, when $T > E_{\text{Fermi}}$ the number of bands that are required to describe the system become enormous. In addition to the sheer number of bands, one must also include both excited core states and ionized species in the description, as multiple species are required. This is shown schematically in Fig. 2.

The importance of warm dense matter studies is threefold.

- First, with new experimental sources such as the LCLS, we will be able, for the first time, to probe the warm dense matter regime. Thus, a field of research that was once daunting will be turned into fertile ground for exciting research at the leading edge.

- Second, with the advance of theoretical methods future predictions will be made that will require verification by experimental data. Thus, progress will only be possible in this complex regime when theory and experiments can be compared.

- Third, there are important mission-oriented research requirements, e.g., astrophysical- and weapons-related studies, that come directly into the area of warm dense matter. Indeed the regimes of largest errors and uncertainties in many of the applied research areas of, for example, chemistry and physics come in the warm dense regime.

To provide an overview of this new field we now outline some of the critical issues in obtaining information in the regime of warm dense matter.

First, the data we expect to obtain from warm dense matter experiments are mainly equation of state (EOS) data. The equation of state is a thermodynamic description of matter—pressure-density-temperature—that is a description of how matter reacts to any change in one of those three variables. The EOS is, in effect, a description of matter; it is the component of a problem that specifies, e.g., whether one is using uranium or air. There are regimes where we believe that we can accurately depict the EOS of a material. For instance, an ideal gas, possibly with plasma effects, describes extremely high-temperature matter; condensed matter theory works well for normal room-temperature conditions; Thomas-Fermi theory describes extreme densities. Warm dense matter, on the other hand, is in the complex regime in the middle. Note that the topics that affect the EOS are precisely those that affect the microscopic description of matter. Thus, the populations of all the energy-level bound and/or free electrons need to be accounted for. The state of ionization, i.e., whether electrons are free or bound, is an extremely complex topic when the plasma is correlated with the ionic structure. Indeed, the conductivity, the opacity, and other properties of the systems all depend on similar levels of understanding. Therefore, the EOS data provides a test of our fundamental understanding of these systems.
FIG. 3. The phase diagram for copper as constructed from all the various theoretical models. Note that the oval in green indicates the warm dense matter regime where large parts have no valid description or are on the boundaries of validity. The phase diagram on the right indicates the solution to the problem: cover the problem over.

The development of a warm dense matter equation of state can be seen in Fig. 3, where we show a temperature-density phase diagram for copper. The EOS in the various different regions of the phase diagram is calculated with different approximations. However, the region inside the oval is the warm dense matter regime and is a combination of disparate approximate schemes at the limit of their applicability. Moreover, and importantly, some of the warm dense matter regime has no known valid theoretical constructs. From the view of applications in hydrodynamics simulations, the situation, indicated by the left-hand phase diagram of Fig. 3, proved untenable for two reasons. First, to construct an EOS using the numerous approximations took over a month. Second, and more importantly, the EOS thus generated could not be made a smooth function over the entire phase space, due to the fact that the schemes are reaching their limits at the boundaries. This latter problem led to numerical instabilities in hydrodynamic simulations and thermodynamic inconsistency. To resolve this problem, in the late 1980s a new form of single approximation EOS was devised that, although not coming to grips with the warm dense matter regime, sped up the production of EOS tables and allowed hydrodynamic simulations to run—albeit providing questionable answers at times. This ploy has been likened to pulling a tarp over the abyss, leaving us with no warm dense matter EOS.

There is also an astrophysical interest in warm dense matter. Large planets and low-mass stars exist in a state that can be described as warm dense matter. This is true whether the major constituents are hydrogen and helium or more complicated compounds. A correct description of a brown dwarf requires consideration of elements at Mbar pressures over a range of high densities and temperatures. Theories of formation of planetary bodies rely on structure models that are in turn determined by fundamentals like EOS and constrained by observations. While there are good observations of the large solar planets, extrasolar planets are more difficult. By far the largest uncertainty in the structure of extrasolar planets is the EOS, which is the EOS of warm dense matter.
Finally, warm dense matter plays the role of a transient state that matter passes through en route from a condensed to a plasma state in some applications. Inertially confined laser fusion is an example of such a “transient” state where warm dense matter is demonstrably important. The pressure as a function of time needed to implode an inertial confinement fusion target (a shell made of low-Z materials containing a mixture of deuterium and tritium) will induce a number of shocks with steadily increasing pressure. The first shock in a design for the National Ignition Facility (NIF) calls for a pressure of about 1 Mbar (100 GPa). These are precisely the conditions recently examined in laser-shock-driven deuterium experiments. That is, a pressure of 1 Mbar, density of 1 g/cm³, a 6-fold compression, and temperature of ~ 1.1 eV, about 1/5 of the Fermi temperature [4]. This strongly coupled, partially degenerate – warm dense – matter was found to have a much higher compressibility due to dissociation than had been predicted. When a new equation of state for warm dense hydrogen isotopes was constructed to replicate the new data, new predictions of the fusion yield from NIF targets differed markedly from the old ones. It was found that the yield was up to a factor of 30 higher depending on assumptions made about the stability of the implosion [5]. Although one empirical model of the hydrogen equation of state predicted the large compressibility, simulations and the fundamental theories did not. Indeed, there was no way to know the answer without actually performing the experiment. In Fig. 4 we show the Hugoniot, i.e., the locus of points reached by a single shock, for both D₂ (left-hand side) and Be (right-hand side) on a pressure-density phase diagram. The D₂ is essentially the same as the fuel that would be used in the inertial confinement fusion (ICF) implosions and the figure indicates that the measured compression will be substantially increased over the current model. However, it also shows that the best simulation capabilities do not reproduce the data while a simple empirical model based on the observations does. This is an indication of the fundamental difficulty of treating the warm dense matter regime. Moreover, we show in the right-hand side of Fig. 4 the Hugoniot for beryllium, which is used as the pusher to drive the fuel to high density, where one can see that the current EOS does not agree with several other predictions that include shell ionization. Thus, the need for an experimental capability for warm dense matter is clear.

![Fig. 4. The pressure– density phase diagram of D₂ on the left and Be on the right showing the Hugoniot. The standard equation of state which corresponds to the current model is shown as the balk curve, the measurements are shown as green points, ands the theoretical curves are shown as gray in the Be plot, red indicates simulations, and the blue curve in the D₂ graph is a simple linear mixing model.](image-url)
To illustrate that the regimes where the theories do not agree are important to the future of ICF implosions, we show in Fig. 5 the temperature-density tracks for an ICF implosion. In the figure we provide the track for both the fuel and the Be pusher. On both tracks the highlighted area indicates those parts of the track where the warm dense matter effects will play a role, and it is clear that these form a large part of the time history of the implosion.

It has been exceedingly difficult to perform experiments in the warm dense matter regime, which is why we know so little about it. As a first step, one must create a well-characterized warm dense matter state. The second step is gaining information on the state through experiments. The first step has been the problem. Warm dense matter is not a limiting case of matter, e.g., high or low temperature. When created in a laboratory environment, it does not tend to remain in a specified thermodynamic state for very long, making characterization difficult. The only other imaginable method to produce the kind of warm dense matter of interest here might be to use sub-30-fs laser pulses on sub-100-Å-thick foils and perform thermodynamic measurements on a few-fs timescale over extremely small spatial dimensions. To be able to do this on comparatively macroscopic samples (with LCLS) will be a boon.

![FIG. 5. The track in temperature-density phase space of the Be pusher and the D₂ fuel for an ICF implosion. The areas on the curves (gray for D₂ and light green for Be) indicate the part of the track where the warm dense matter effect will play a role.](image)

**B. Plasma spectroscopic studies**

There is great interest in the higher temperature dense plasma regime. Here the problem arises from the production of high-temperature plasmas at electron densities in excess of \(10^{22} \text{ cm}^{-3}\). In any experiment where a high-intensity, e.g., \(I = 10^{12} \text{ W/cm}^2\), laser irradiates a solid target, there will be a region of the solid that is hot and near solid densities. Lasers with wavelengths > 0.25 \(\mu\text{m}\) do not directly heat the solid as they cannot propagate beyond the critical density \(~ 10^{21} \text{ cm}^{-3}\times (1 \text{ \mu m} / \lambda_{\text{laser}})^2\); however, heat flow from the surface efficiently generates the hot dense medium \([6]\). The spectroscopic information derived from these plasmas provides, on the one hand, diagnostic information about the plasma itself, while on the other hand, we can use spectroscopy to investigate our understanding of the mechanism at play in the creation of the
plasma and the interaction of the atoms/ions with the plasma in which it is embedded. Here the LCLS provides two related and intriguing possibilities. First, there is the possibility to perform Thomson scattering on plasmas at solid density \[4,8\]. Second, we can explore the laser pump-probe techniques for high-density plasmas that have been used in low-density plasmas to measure line shapes, observe radiation redistribution, and determine the kinetics processes \[9,10\].

1. Thomson scattering

Thomson scattering provides an in situ measurement of the temperature, density, charge state, and collective behavior of the plasma. Indeed, the Thomson scattering cross-section diagnostic is directly related to the dynamic structure factor, \(S(k, \omega)\), of the plasma and thus provides insight into the theoretical predictions from different theories. In recent years, it is fair to say that each effort at diagnosing a higher density plasma, i.e., higher than \(10^{20}\) cm\(^{-3}\), using Thomson scattering has led to new and important discoveries \[11\]. These efforts have, of course, been few because the constraints on the experiments are substantial. Here we believe that the LCLS will provide a major advance in diagnosing dense plasmas. This is clearly a complement to the concept of creating warm dense matter, as Thomson scattering can provide a diagnostic of the warm dense matter conditions. However, a precondition for the interpretation of the scattering data is that there is a valid theoretical model for the \(S(k, \omega)\) in the high-density regime, which in itself will be a challenge. The tunable nature of the LCLS, the high-energy bandwidth, the short pulse duration and, importantly, the large peak photon flux make this source the only one that can address Thomson scattering of transient plasmas.

2. Laser pump probe techniques

The mechanisms involved in the formation of a plasma and the details of the kinetic processes can be illuminated by using a laser as a pump to selectively populate levels and thus redistribute radiation. In a particularly intriguing possibility, one will be able to study the formation of laboratory x-ray lasers that currently depend on kinetics processes \[12\]. Thus, one could disentangle the plasma production from the inversion-forming processes that lead to the x-ray lasing. It is clear that numerous aspects of plasma spectroscopy have been severely constrained by a lack of data. The LCLS will provide a substantial improvement in the development of our understanding of intrinsic line shape formation, level shifts, radiation transfer, and detailed kinetics processes.

In both of these areas the LCLS will provide information that would not be obtainable with any other source. The combination of the short pulse length, tunable wavelength, repetition rate, and energy per pulse will make the data derived from LCLS plasma-based experiments a major advance in our knowledge in this area.

III. SCIENTIFIC OBJECTIVES

The objective of plasma-based experiments on the LCLS will be to probe regimes of the temperature and density phase space that cannot be accessed in any other manner. Indeed, it is the combination of several different aspects of the LCLS that allows the probing of matter at extreme conditions. That is, the short pulse duration, the high spectral energy, the high energy per pulse, and the relatively narrow bandwidth make the LCLS unique both for creating extreme warm dense matter conditions and providing a probe of extreme states of matter.
A. Creating and probing the warm dense matter regime

The first scientific objective comes in the area of warm dense matter research. This regime is accessed in all laboratory experiments where one creates a plasma from solid or near-solid density targets. However it is difficult to study this part of the plasma creation process in isolation. Rapid temporal variations, steep spatial gradients, and uncertain energy sources lead to indecipherable complexity. Indeed, although there has been much interest in this regime, witnessed by the literature on strongly coupled plasmas, there has been little progress [13]. The interest generated in laboratory experiments is mirrored in the astrophysical literature where the warm dense matter regime is found, for example, in the structural formation of large planets and brown dwarfs [14-18].

The fact that the LCLS will allow the creation and probing of the warm dense matter regime in the laboratory, as discussed briefly below, will provide a set of data that will spark the field. The idea is simple but the impact will be vast, as the data obtained in the generation of warm dense matter along an isochore (i.e., a track of constant density), with subsequent probing along the release isentrope (i.e., a track of constant entropy), will be unique and critically important for progress in the field. The importance of this data derives from the fact that to date the only possible method of generating warm dense matter is by shocking the material. The shock method provides information along the principal Hugoniot, that is, the locus of points in the pressure-density space that are accessed by a single shock—one point for each shock. Although this has been quite useful, it is a very limited set of data providing little information on the general behavior in the warm dense matter regime. Indeed, the amount of data that is currently available is so proscribed that one finds insufficient constraints on theoretical development. This can be
illustrated by the curves in Fig. 6 where several predictions for an isochore of aluminum are presented in the temperature and density phase space. Note that the four theories shown in the figure all predict theoretical Hugoniots that fit the experimentally determined Hugoniots, but all differ rather dramatically along the isochore. As aluminum is the most studied material, Fig. 6 can be interpreted as the minimum degree of uncertainty in this field of research and makes it obvious that there is a need for experimental data in this region [14].

### B. Plasma spectroscopic studies

The LCLS will be employed in plasma-based experiments to address the foundation of plasma creation in transition to hot dense matter, providing a truly unique method to probe the spectroscopy of hot dense matter. The probing of dense plasmas, whether warm or hot, will move to a new level of sophistication with the use of LCLS-based Thomson scattering, while the active probing of hot dense plasma will be advanced using the LCLS by extending the methods of laser fluorescence spectroscopy that are employed in low-density plasmas with visible lasers to high-density using the x-ray laser source [15].

#### 1. Thomson scattering

We propose to extend the power of spectrally resolved Thomson scattering to the x-ray regime, for direct measurements of the ionization state, density, temperature, and the microscopic behavior of strongly coupled plasmas and warm dense solids [8]. This would be the first direct measurement of microscopic parameters of solid-density matter, which could be used to properly interpret measurements of material properties, such as thermal and electrical conductivity, EOS, and opacity found in astrophysical environments as well as in virtually all plasma production devices.

Thomson scattering is characterized by the scattering parameter \( \alpha \), proportional to the ratio of the laser probe scale-length, \( \lambda_L \), to the Debye length, \( \lambda_D \), and the scattering angle \( \Theta \):

\[
\alpha = \frac{\lambda_L}{4\pi \lambda_D \sin(\Theta/2)} = \frac{1}{k_L \lambda_D \sin(\Theta/2)}. \tag{1}
\]

For \( \alpha < 1 \), spectrally resolved incoherent Thomson scattering provides information on the velocity \( v \), hence temperature, and the directed flow of free electrons from the Doppler shifts experienced by scattered probe photons. For \( \alpha > 1 \), the collective scattering regime, the scattering is sensitive to temporal correlations between electron motion separated by more than a Debye length, hence the scattering is dominated by ion-acoustic and electron plasma wave resonances, the latter set by the Bohm-Gross dispersion relation [6]. The frequency shift of the resonance is dependent on density through the plasma frequency, while the width of the resonances yields information on the wave damping rates. In the intermediate regime, i.e., near \( \alpha = 1 \), the form of the high-frequency electron plasma component depends strongly on both the electron temperature and density, providing a robust internal measurement of these basic plasma parameters, confirmed by spectroscopy.

In Fig. 7 we show the \( T-n_e \) regimes accessible by Thomson scattering with \( \alpha = 2 \) for various wavelength probes \( \lambda_L \). Such Thomson scattering accesses regimes in which the Debye length is of order of the probe wavelength. By switching from a visible laser probe at 5000 Å to an x-ray probe at, e.g., 1.5 Å, we can effectively probe plasmas with Debye lengths of the order of the interparticle spacing or shorter (1 Å). Stated differently, for a given plasma temperature, we should be able to access a density that is 6-7 orders of magnitude higher than previously
attempted. In particular, Fig. 7 shows that the solid-density regime at $\sim 3 \times 10^{23}$ cm$^{-3}$ crosses the strongly coupled plasma regime precisely where it is accessible by 1.5-12 Å Thomson scattering.

For spectrally resolved visible or x-ray Thomson scattering, one does not necessarily need a fully coherent laser for the following reasons:

- First, the experiments proposed here provide valuable, new information on solid-density plasmas by just resolving the high-frequency Thomson scattered components, hence only probe line widths of order $v/c$ are required, corresponding to $\Delta \lambda / \lambda \sim 0.003$ for probing matter at a few eV. These probe line widths can be provided by the LCLS.

- Second, incoherent Thomson scattering ($\alpha < 1$) requires little or no probe transverse coherence, since the scattering from individual electrons for at least ideal plasmas is uncorrelated. In the collective scattering regime ($\alpha > 1$), scattering is sensitive to time-correlated electron motion between two positions separated by the probing scale length $\lambda_s$. For moderately collisional plasmas with an electron-ion collision frequency $\nu_{ei}$, the plasma wave propagation distance as set by collisional damping is $v/\nu_{ei}$. Substituting for a typical value of electron-ion collision frequency to plasma frequency $\nu_{ei}/\omega_p = 1/2\pi$, the plasma wave propagation distance can be
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**FIG. 7.** The temperature and electron density phase space indicating the non-ideal plasma regime by the yellow area. Here we define the non-ideal plasma region as that region having less than one particle per Debye sphere, thus leading to a breakdown in the Debye screening concept. The black dashed line indicates one particle per Debye sphere. Further, we indicate by solid lines the temperature and density at which the scattering parameter $\alpha$ is 2. One can easily observe that for the LCLS, whether at 1.5 Å or 12 Å, the dense regime is accessible, while for the nominal visible laser at 5000 Å, one does not access the regime. Note that the figure does not indicate the Fermi temperature and thus is independent of material; however, the figure does not indicate the region at low temperature where condensed matter theories will be applicable.
rewritten as $2\pi\alpha_D$. Since, by equation 1, $\lambdaL = 2\pi\alpha\alphaD$, it follows that the plasma wave propagation distance will be of order $\lambda/\alpha$, hence $\lambda$, within the transverse coherence length of the LCLS.

- Third, the fraction of scattered photons will be substantial. For example, for $n_e = 3 \times 10^{23}$ cm$^{-3}$, a Thomson scattering cross section of $\sigma = 6.6 \times 10^{-25}$ cm$^2$, and a path length, $x$, of 0.01 cm in the material of interest, the fraction scattered, $n_e\sigma x$, is approximately 0.002. This level of scattered photons is roughly equivalent to that recorded successfully in space or spectrally resolved fluorescence measurements. Moreover, this is orders of magnitude larger than the usual $10^{-6}$-10$^{-10}$ fractions obtained for visible Thomson scattering at lower densities. When this scattered fraction is coupled to an estimated system detection efficiency of $10^{-4}$, one finds that the number of scattered photons is $10^{-7}$ of the incident LCLS photon flux per pulse. Thus, assuming $10^{12}$ photons per pulse yields a total scattered signal of $> 10^5$ photons.

A schematic of the expected generic scattered spectrum features is shown in Fig. 8. Coherent scattering from tightly bound electrons ($Z_{tb}$ per atom) will provide an unshifted peak at the probe wavelength whose intensity is proportional to $Z_{tb}^2$. Incoherent Compton scattering from weakly bound electrons ($Z_{wb}$ per atom) should provide a second peak downshifted in energy by the order of $h\nu/mc^2$, with an intensity proportional to $Z_{wb}$. Thomson scattering from free electrons ($Z_f$ per atom) should provide a dispersed spectrum centered on the Compton peak, with a spectrally integrated intensity varying as $Z_f$. The form of the spectrum will in general depend, on the free electron density, $n_e$, free electron and/or Fermi temperature $T_{Fermi}$ and electron-ion collisionality $v_{ei}$. Hence, by spectrally resolving the scattered x-rays we would gain access, for the first time, to an unparalleled source of information on warm dense matter.

![Schematic of the expected generic scattered spectrum features](image)

**FIG. 8.** Schematic of the spectrally resolved x-ray scattering spectrum expected, with information provided by each feature noted. The definition of weakly bound and tightly bound electrons depend on their binding energy relative to the Compton energy shift. Those with binding energies (ionization potentials) less than the Compton shift are categorized as weakly bound.

For example, we should be able to infer $Z_f$, $Z_{tb}$, and $Z_{wb}$ from the relative importance of coherent, incoherent, and free electron scattering contributions. This would allow us to discriminate between different ionization balance models used to define the EOS of these plasmas [16]. We
should be able to infer the free electron temperature and density (and hence ionization state since
the ion density is effectively hydrodynamically frozen) from the shape of the Thomson scattered
spectrum for $\alpha < 1$, further shedding light on the equilibrium states of warm dense matter. We
should be able to infer the plasma collisionality from the shape of the free electron spectral peak
for $\alpha > 1$, allowing us to test the validity of various strongly coupled statistical physics models.

In addition, for strongly coupled plasmas, one of the more intriguing possibilities is the
establishment of long-range coherence even in the plasma state. If coherent plasma wave modes
effectively hydrodynamically frozen) from the shape of the Thomson scattered
spectrum for $\alpha < 1$, further shedding light on the equilibrium states of warm dense matter. We
should be able to infer the plasma collisionality from the shape of the free electron spectral peak
for $\alpha > 1$, allowing us to test the validity of various strongly coupled statistical physics models.

We note in closing that there is the intriguing possibility of using part of the LCLS beam, for
example the spontaneous background, to warm a sample and then use the LCLS to probe it with
Thomson scattering. This is in distinction to the idea that we create the plasma using a standard
long-pulse laser system. The experiments using the LCLS as the heater and probe are much more
demanding, as the number of free electrons may decrease by at least an order of magnitude. Note
that the number of free electrons is a matter of great controversy in this regime as the definition
of “free” is open to debate \cite{17}. Further, the need to delay the heater from the probe by x-ray
optics creates additional losses of $\sim 10^{-4}$ yielding the total number of detected photons per shot
on the order of $\sim 1$. While this is still detectable, and with the high repetition rate of the LCLS
one can easily obtain spectrally dispersed data, the first experiments in both the warm dense
matter regime and the plasma Thomson scattering at higher temperatures should be the
independently pursued.

\section{2. Laser pump probe techniques}

Since the creation of high-density laser-produced plasmas, there have been virtually no
quantitative \textit{in situ} measurements of the kinetic rates or the populations. This is a major
impediment to progress, as population kinetics of highly stripped ions is a complex problem. The
complexity derives from the large number of states that must be considered in a model and the
detail to which one must incorporate these states. The situation is made more difficult yet due to
the fact that these plasmas tend to have rapid time evolution and large spatial gradients \cite{6}.

Indeed, much of the effort to improve the situation has been focused on target design and
advanced diagnostic development; however, the difficulties in determining the level populations
or the kinetic rates remains. Therefore the interest, which comes from all areas involved with
dense plasma studies and its underlying theoretical problems, e.g., laboratory x-ray laser
generation, laser plasma production, astrophysics, and inertial fusion, has never been met with
substantial improvements in experiments.

The import of the LCLS for high-energy-density plasma experiments is that one can use the
LCLS to pump individual transitions in a plasma creating enhanced population in the excited
states that can be easily monitored. The idea has been used in studying lower density plasmas
with visible lasers and can, with the LCLS, be employed to advance the study of high-density
plasmas \cite{18}.

Variations on the idea of pumping individual transitions in high-energy-density plasma include
the selective pumping of the wings of a line transition to observe redistribution within the line
profile and pumping of selected transitions to attempt to understand the inversion mechanisms
for the production of laboratory x-ray lasers. In all of these applications, the tests of the
theoretical developments in the areas of atomic processes, kinetics model creation, line shape
formation, and x-ray gain studies would be the first of their kind as there are currently no available probes.

There are several constraints on the LCLS as a laser probe of the high-energy-density regime. First, the probe must be tunable, which is easily satisfied. Second, the line width of the pump must be such that it can pump entire line profiles and also be capable—for studies of redistribution within line profiles—of pumping parts of the line profile. Again, these conditions are readily met by the proposed LCLS. Finally, we need to have a pump that can move enough population from one state to another so that the population changes can be monitored. This last requirement can be verified by looking at the radiative pumping rate, $R_{LU}$, due to the LCLS compared to the spontaneous emission rate, $A_{UL}$, of the transition being pumped. This is proportional to the number of photons per mode and is given by 

$$\frac{R_{LU}}{A_{UL}} = \frac{g_L}{g_U} \frac{\lambda^5}{\lambda \delta \Delta \lambda} \frac{I_o}{I_o^{laser}} \left( \frac{w}{cm^2} \right) \left[ \frac{1}{\delta \Delta} \right]$$

(2)

where the $g$’s are the statistical weights of the upper and lower states, and $\lambda_L$ and $I_o$ are the LCLS wavelength and intensity. The $\delta$, and $\Delta$ are the bandwidths of the LCLS and the line shape of the transition being pumped, while $[\cdot]$ represents the minimum of the two. Two important insights emerge when evaluating equation 2. First, if we conservatively assume $I_o \sim 10^{14}$ and $[\cdot]/\delta \Delta \lambda \sim 0.001$, we find that the ratio is approximately 1 for $\lambda_L$ of 10 Å. This number is at least $10^3$ larger than can be obtained by using a plasma source to pump a transition. Second, the ratio does not increase with decreasing LCLS wavelength, indicating that large numbers of photons per mode will not be available as we move toward shorter wavelengths. This is due to the fact that the spontaneous rate has a strong inverse dependence on wavelength. Of course, matching, or at least controlling, the LCLS bandwidth can have salutary effects as indicated by equation 2.

FIG. 9. The plasma conditions for the center of an aluminum foil that starts at solid density and expands. The electron and total ion density are indicated on the left axis, while the temperature in eV is indicated on the right-hand axis versus time in seconds. Note that the LCLS pulse which, for this example, is tuned to the He-like 1s$^2$-1s3l transition, irradiates the plasma at ~ 0.995 x 10$^{-10}$ seconds.

The possibilities provided by plasma spectroscopic probing are illustrated with the simulation of an aluminum layer tamped on both sides with a thin layer of CH plastic irradiated by x-rays [20]. An undiluted radiation field emitted from the rear side of a thin, 1000 Å, Au target impinges on
the Al foil, heating it uniformly. The Au foil is irradiated by a single 1 ns, temporally square-shaped pulse of 0.52 µm light at an intensity of 1.6x10^{14} W/cm^2 \cite{21}. The interest in this type of heating source derives from the fact that the x-rays generated by the laser-produced plasma will volumetrically heat the sample, and, due to the CH tamping, will provide a plasma with relatively small gradients. Because the overall conversion efficiency from the laser energy to x-ray energy emerging from the rear-side of the Au foil is on the order of 10%, this provides a substantial radiation source \cite{22}. The plasma conditions of the expanding Al foil are shown in Fig. 9 where the electron density, total atom density, and temperature are shown as a function of time. In addition, the temporal location of the LCLS is shown in the figure.

As shown in Fig. 10, the effect of the LCLS on the level populations is dramatic. Here we show the population for the Li-like stage through fully stripped (bare nucleus) ion stages. As the vast majority of the population is in the He-like ground state, the effect of the LCLS pump is to move the population to the He-like excited sates and then on to the H-like ion stage and the bare nucleus. In Fig. 10 the solid lines indicate the populations with the LCLS on, while the dashed lines indicate the same populations when the LCLS is not turned on. Note that there are essentially no bare nuclei in the plasma when there is no LCLS.
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**FIG. 10.** The ion stage populations, expressed as a fraction of the total ion population, versus time, both with and without the LCLS pumping the He-like Al 1-3 transitions. Note that there is substantial population movement and the H-like and bare nuclei stage are significantly enhanced at the expense of the He-like stage. Further, note that although the LCLS pump is \sim 200 fs in duration the effects of the pump are observed for \sim 20 ps.

The emission spectrum will be observable and it is shown in Fig. 11 at two times in the evolution of the plasma, one near the initiation of the LCLS pulse and the other at 18 ps later. The most notable feature is that there is a substantial increase in the hydrogenic transitions. For example, the Lyman-α line at \sim 1724 eV, which is unobservable in the He-like background emission without the LCLS pump, rises well above the background with the LCLS pump. Further, the structure of the He-like resonance series starting at \sim 1598 eV and ending at the bound-free
continuum near 2086 eV is substantially changed by the LCLS pumping. Indeed the Li-like satellite transitions seen on the low-energy side of the He-like $1s^2-1s2l$ transitions are substantially enhanced. Note that the effect of the pumping is convolved with the changes in the plasma as indicated both by the changes in the emission levels and the time evolution of the plasma shown in Fig. 10. The major effect of the pump, although it is tuned to a particular transition, is to cause photoionization due to the pump strength. The ionization of the Li-like stage and the pumping of population from the He-like ground state up to the H-like ion stage cause a slow recombination decay back towards the He-like ground state.

It is clear from the emission spectra shown in Fig. 11 that one could use a fraction of the LCLS pump to generate observable signals. The detailed information that can be obtained from these measurements would provide unique constraints on the complex processes necessary to construct a complete kinetics model for the highly charged ions. Indeed, we chose to use as an example the K-shell spectra as it is easily interpretable; however, the generation of L-shell and M-shell models are also of importance and raise the level of complexity substantially. Thus, one can understand the need for experiments that can provide basic information on the processes necessary to build kinetics models.

This calculation is only one of many that are of interest to the study of plasma spectroscopic processes. Indeed the use of the LCLS to pump part of a line transition to observe redistribution within a line profile is another important avenue for study [22], while the testing of the kinetics of gain in collisionally pumped x-ray lasers can be performed by substituting the LCLS for the collisional pump [23].

IV. EXPERIMENTAL REQUIREMENTS

A. Laser-based plasma production

Performing plasma-based studies using the LCLS requires several critical components but none more obvious than a method of generating the plasmas to be studied. In the one case where we study warm dense matter, we could generate the plasma with the LCLS. But in all other studies, the LCLS functions as a probe of a plasma that must be produced by some other mechanism. The simplest way to generate diverse plasmas is to employ at least two laser systems. The first would be a high-energy laser that can produce high-energy-density, i.e., hot dense plasmas; the second would be a short-pulse laser that produces fast electron/fast ion-heated plasmas. The short-pulse laser system could also be used to provide the needed Fourier-domain interferometry that will be used to probe the warm dense matter samples [24].

1. Specifications of the high-energy laser system

To explore the high-energy-density regime, one needs a high-energy and high-intensity laser system consisting of two beams of > 100 Joules in 1 ns with a wavelength of ~500 nm and ~250 nm. Further, there is the need for an additional beam for lower density probing, e.g., a 250 nm probe beam with picosecond capability. Synchronization of this larger laser system with the LCLS is critical. Costing of such a system can be obtained.

2. Specification of the short-pulse laser system

There is a need for an additional short-pulse capability to ensure that the fs time domain is covered. Here one requires the short pulse to perform Fourier domain interferometry as a
diagnostic. In addition, one can use the short-pulse laser to generate short, bright bursts of x-rays for additional absorption experiments on plasmas created by the LCLS. Finally, the generation of an intense source of high-energy electrons can be of use to both create and excite plasmas that would be probed by the LCLS.

**B. LCLS parameters**

It seems that the parameters of the LCLS useful for plasma-based studies tend to have wavelengths greater than 1.5 Å. This is dictated by the favorable pumping of the bound-bound transitions in this wavelength regime and by the need to warm matter uniformly in the warm dense matter experiments.
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**FIG. 11.** The logarithm of the emissivity versus spectral energy for two times in the evolution of an exploding aluminum foil. The emission from the plasma with no LCLS pump is shown in blue while the red spectra indicate the emission when the LCLS pumps the He-like n =1 to n = 3 transition. The He-like emission, from, e.g., n =2, 3 and 4 at 1598 eV, 1868 eV, and 1963 eV, respectively, increases substantially, while the H-like n =2 emission at 1724 eV arises with the pump.

For the warm dense matter experiments, it would be useful to use the spontaneous emission to heat the sample. As there is a substantial fraction of the energy in the spontaneous background and it has the same temporal behavior, one could easily use this to gain additional heating of the samples. Indeed, if one could focus the spontaneous emission to a reasonable spot size, say 20 µm, then this would provide additional heating.

Further, for the experiments we have discussed here, the nominal 233 fs pulse length has been assumed. However, for the higher density experiments, the idea that one could saturate a transition is possible, *if* the LCLS had a shorter pulse with somewhat higher intensity. Thus, it would be of interest to have a shorter pulse LCLS.
For those experiments where the LCLS is used either to probe via Thomson scattering or to pump distinct levels, the spontaneous background and the higher order harmonics must be removed from the beam before interaction with the plasma. This clearly requires filtering.

FIG. 12. Two schematic experimental setups, a. and b., illustrating the need for x-ray optics in order to use the LCLS to heat and probe a sample.

C. Optics

Optical components that can select out the lasing part of the LCLS beam from the spontaneous background and higher order harmonic will be needed for the plasma-based experiments. In an example of a demanding experiment, we show in Fig. 12 two possible methods for using the LCLS to both heat a sample to the warm dense matter regime and perform Thomson scattering from the sample. The schematic in Fig. 12(a.) requires one to have the LCLS laser diffracted from a crystal while passing the remainder of the beam through to a sample. The diffracted part of the beam is then relayed to the sample and acts as a Thomson scattering probe. Thus, one would require, e.g., 8 keV diffraction and relay optics with high throughput. In the second part of the figure, 12(b.), we pass the entire beam through the sample and use a double-crystal arrangement to selectively diffract the laser back toward the sample to act as a Thomson scattering probe. Here we require a double crystal with high throughput to reflect the beam back to the sample. Optics of this type will be essential for plasma-based experiments.
D. Instrumentation

First, one will require an accurate measure of the LCLS flux as it enters and leaves the experimental area. In the case of the warm dense matter experiments, this will be crucial to verification of the deposited energy. Further, in the warm dense matter, plasma probing, and pumping experiments, one will need to control the intensity onto target. Thus, controllable beam attenuation will be needed.

Next, the LCLS will require a synchronization system that can drive ancillary laser systems and the time-resolving detection diagnostics. This would have to be on the order of the LCLS pulse length, i.e., about 200 fs.

All of these spectroscopy experiments assume that one has time-gated, spectrally dispersing x-ray detectors capable of measuring x-rays in the range of 800 eV-15 keV. Advances on the current state of the art will be necessary as we are currently limited to 30 ps in gating technology and about 1 ps in streak-camera technology.

Finally, we note that plasma-based experiments will occur in a vacuum chamber that allows the plasma-creating laser to be focused to high intensity. Coupling the LCLS beamline to the laser target chamber will be a challenging task. The creation of plasmas brings the destruction of targets and the associated problems of debris and/or vaporized targets. These must be accommodated in the experimental design.
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I. SUMMARY

Today, the bottleneck in the atomic resolution imaging of biological systems is a fundamental need for crystals. This limits the scope of detailed structural analysis to macromolecules and macromolecular assemblies that can be crystallized. Many biologically important target complexes are difficult or impossible to crystallize. As a consequence, there are large and systematically blank areas in structural biology. Only a handful of membrane protein structures are known, structural studies on large assemblies are problematic, and there is no hope of reaching high resolution with currently available methods on nonrepetitive and nonreproducible structures (e.g., cells). X-ray free electron lasers like the Linac Coherent Light Source (LCLS) have the potential of changing this.

The main difficulty in biomolecular imaging at high resolutions is due to radiation damage [1,2]. We describe detailed calculations, which explore the parameter space (pulse length, integrated intensity, wavelength) within which biomolecular imaging may be possible with x-rays before damage-induced movements destroy the sample. These calculations show a substantially extended limit in radiation tolerance with intense x-ray pulses in the femtosecond time domain. The predicted radiation tolerance to hard x-rays in this regime is several orders of magnitude higher [3] than theoretical limits in conventional x-ray experiments [1,2]. At the outer extremes of these limits (not reached by LCLS in the first phase of its operation), scattering to high resolution may be recorded from large single macromolecular structures, viruses, nanocrystals, and nanoclusters of proteins without the need to amplify scattered radiation through Bragg reflections. Nevertheless, very important new experiments can be performed initially with the LCLS, even as an ongoing machine R&D program progresses toward approaching these limits. Averaging procedures can be applied to extend resolution when a reproducible sample scatters a sufficiently large number of photons for its orientation to be determined. Large samples scatter more x-rays (even if they have no internal symmetry), and thus their orientation is easier to determine than the orientation of smaller molecules. In the first instance, nanocrystals, nanoclusters of proteins, and individual virus particles will be studied. Holographic imaging, the utilization of increased radiation tolerance in short and intense x-ray pulses, numerical alignment
and averaging of many images, and the intrinsic solution of the phase problem by oversampling will give increased resolution on such large and reproducible macromolecular structures. The planned studies with the LCLS will explore these extraordinary possibilities.

The short time structure of the source will allow a range of novel time-dependent experiments in which femtosecond spectroscopy can be combined with very fast structural studies (cf. proposal on femtochemistry). While certain key reactions in life are photochemical, most enzymes participate in diffusion-dominated processes with their reactants and partners. Time-resolved structural studies on diffusive processes in crystalline enzymes are difficult due to problems with mixing enzyme and reactant in the crystal. With submicron-sized samples, the vast majority of solution techniques and methodologies will suddenly become available for time-resolved structural investigations at the LCLS.

X-ray diffraction tomography will be performed with the unfocused LCLS beam on whole cells at “intermediate” resolutions. With nonreproducible structures (e.g., living cells) or with reproducible but small structures (e.g., single protein molecules), higher resolutions could only be reached with a focused beam and with shorter pulses than the pulses planned initially at the LCLS. Thus, the proposal also explores requirements for future developments with the source and will help guide R&D goals for improvements. (See section on x-ray laser physics.)

Ultrashort and high-intensity x-ray pulses from the LCLS, in combination with novel container-free sample handling methods, will open up amazing new possibilities for structural determinations with x-rays and may lead eventually to high-resolution experiments on non-repetitive and nonreproducible structures like cells. This is a “never seen” regime where only predictions and simulations exist today.

II. INTRODUCTION

The history of the living world can be summarized as an elaboration of ever more perfect eyes within a Cosmos in which there is always something new to be seen [4]. Radiation damage hinders structural studies on single biomolecules. Recently, a new dynamic barrier of radiation tolerance has been identified at extreme dose rates and ultrashort exposure times [3]. This barrier is several orders of magnitude higher than limits in conventional experiments [2]. At these extremes, sections of molecular transforms from single macromolecules may be recorded without the need to amplify scattered radiation through Bragg reflections. This area is virtually unexplored. Resolution under these conditions would not depend on sample quality as in conventional crystallography but would be a function of radiation intensity, pulse duration, wavelength, detector parameters, and the extent of ionization and sample movement during the exposure. With reproducible samples, atomic resolution may be achieved through averaging. The potential benefits from studies in this field are substantial.

Central to the exploitation of the LCLS in structural biology is the question of the smallest sample size from which it may be physically possible to obtain useful structural information. This may be a single molecule (could we get rid of the crystal in crystallography?), a closed periodic cluster of molecules (oligomers, viral capsids), or an open periodic structure (nanocrystals, microcrystals). First we present an analysis of the dynamics of x-ray scattering from biomolecules and their multimers in ultrashort exposure times at high radiation intensities. Based on this analysis, we then propose biological experiments at the LCLS.
III. THEORY OF IMAGING WITH INTENSE, ULTRASHORT X-RAY PULSES
(from Neutze et al. [3])

Radiation damage limits high-resolution structural studies on nonrepetitive and nonreproducible structures like individual biomolecules or cells [2]. Cooling can slow down sample deterioration, but it cannot eliminate damage-induced sample movement within the time needed to complete conventional measurements [1,2,5]. Analysis of the dynamics of damage formation [6-8] suggests that the conventional damage barrier (about 200 x-ray photons/Å^2 at 12 keV x-ray energy or 1Å wavelength) [1] may be extended at very high dose rates and very short exposure times. Free electron lasers (FEL) currently under development [9,10] could provide hard x-ray flashes with pulse durations of less than 100 fs and peak brilliance of 10-11 orders of magnitude higher than that which is currently available from third-generation synchrotrons. Here we show that such pulses may allow structural studies on large biomolecules before the effect of radiation damage destroys the sample and may permit the imaging of complex structures without the need to amplify scattered radiation through Bragg reflections.

A. Physics of damage formation

Radiation damage is caused by x-ray photons depositing energy directly into the sample. At 1 Å wavelength (12 keV energy), the photoelectric cross section of carbon is about 10 times higher than its elastic scattering cross section making the photoelectric effect the primary source of damage. The photoelectric effect is a resonance phenomenon in which a photon is absorbed and an electron ejected [11], usually from a low-lying orbital of the atom (about 95% of the photoelectric events remove K-shell electrons from carbon, nitrogen, oxygen, and sulphur), producing a hollow ion with an unstable electronic configuration. Relaxation is achieved through a higher shell electron falling into the vacant orbital. In heavy elements, this usually gives rise to x-ray fluorescence, while in light elements, the electron falling into the lower orbital is more likely to give up its energy to another electron, which is then ejected in the Auger effect. Auger emission is predominant in carbon, nitrogen, oxygen, and sulphur (99-95%, [12]), thus, most photoelectric events ultimately remove two electrons from these elements. These two electrons have different energies (around 12 keV for photoelectrons and around 0.25 keV for Auger electrons) and are released at different times. Relevant K-hole lifetimes can be determined from Auger linewidths [12], and are 11.1 fs (C), 9.3 fs (N), 6.6 fs (O) and 1.3 fs (S). Shakeup excitations (multiple ionization following inner shell ionization, see, e.g., ref. 13), initial- and final-state configuration interaction, and interference between different decay channels will modulate this picture. Most of the time photoionization ejects an inner shell electron so fast that the outer shell electrons have no time to relax. The situation is similar to beta decay, in which the nuclear charge suddenly increases by one unit. The result is that the outer shell electrons find themselves in a state that is not an eigenstate of the atom in its surroundings. Quantum mechanics describes such a state as a superposition of proper eigenstates, which include states where one or more of the electrons is unbound. Such a collective effect is called shakeup. The release of the unbound electron “competes” with Auger electrons—i.e., the interaction of two outer shell electrons whereby one of them fills the inner shell hole and the other gets unbound. (After the Auger process is completed, the electric field in the inner shells of the atom returns to its original value, therefore many fewer additional shakeup electrons are released.) When the first electron velocity is low, it can interact with the other (valence) electrons on its way out. The situation will be more complicated, but, in general terms, less shakeup will happen. If the energy of the first electron is above some threshold, the
sudden approximation is valid. In our case, we expect that the sudden approximation is good for
the primary photoelectron, and a shakeup fraction of about 10% is expected.

An additional effect is inelastic (Compton/Raman) scattering, which represents a direct
momentum transfer from an x-ray photon to an electron, so that the x-ray photon is scattered
with a reduced energy. If the energy taken up by a bound electron is greater than its shell
binding energy, the atom will be ionized. The inelastic cross section of carbon, nitrogen and
oxygen is around 3% of the corresponding photoelectric cross sections [14-16], whereas the
inelastic cross section of hydrogen is much higher than its photoelectric cross section.

Other factors also contribute to damage. The average velocities of photoelectrons (43 nm/fs)
and Auger electrons (7 nm/fs) enable these electrons to escape the protein environment in less
than a fs during early phases of an exposure. At these velocities the inelastic electron scattering
cross sections for carbon [2] lie between 0.1 and 2.0 Å² such that approximately one electron in
five would deposit additional energy into the molecule from which it escapes and may also
remove outer shell electrons [17]. In late phases of an exposure, a significant fraction of the
emitted electrons will not be able to escape the increased positive potential of the sample.
Trapped electrons will increase the kinetic energy of the sample through thermal equilibration,
but they will also slow down the Coulomb explosion of the sample by partially neutralizing the
positively charged protein core as a plasma is formed. These opposing effects have not been
considered here, but are factors that are likely to influence the dynamics of larger systems. All
plasmas start cold and dense and become hot later (see proposal on plasma-based studies).

It has been argued that in addition to the effects listed above, extreme x-ray intensities could strip
all outer shell electrons from their parent atoms on a time scale of attoseconds [8]. However, a
quantum mechanical analysis of the electric-field-induced tunneling demonstrates that atoms
actually become stabilized against ionization via this mechanism at high photon frequencies [18].

B. Modeling damage formation and sample dynamics

We have constructed a model [3] in which x-ray-induced damage is described stochastically
based on the probability of a photoelectric or an inelastic event. Within the model, the
instantaneous probability of ionization of atom j at time t was calculated as the product of its
photoelectric or Compton/Raman cross section [14-16] and the x-ray intensity I(t). Auger
emission was modeled as a stochastic exponential decay to reproduce appropriate K-hole life-
times. The direction of photoemission was distributed according to a random deviate that
followed a Gaussian distribution [11]. A recoil velocity for the ionized atom due to inelastic
scattering or the emission of a photo- or Auger electron was determined from energy and
momentum conservation. For inelastically scattered photons, the angle of deflection was
determined by a random deviate following a Rayleigh distribution [11]. For each inelastic
scattering event, the electron's recoil energy was calculated, and, in cases when this was greater
than the binding energy of the electron, an ionization event was modeled (this approximation
was deemed sufficient for light elements with weakly bound electrons). An inventory was kept
on what electrons remained on what atoms, and changes in the photoelectric, elastic, and
inelastic (Raman/Compton) scattering cross sections of all atoms were computed and updated
during exposures.

A program was created (XMD, [19,3]) that extends the GROMACS molecular dynamics
package [20] and simulates electronic and structural changes triggered by x-rays in the sample.
The GROMOS force field [21] was modified to incorporate Morse potentials for the description
of all chemical bonds, thereby enabling bonds with sufficiently high energy to break. For water,
the simple point charge model [22] was used and adapted in the same manner [23]. Elastic, inelastic, and photoelectric cross sections of atoms were incorporated and changes in the cross sections during the x-ray exposure were modeled, using theoretical values [14-16]. Femtosecond collisional electron transfer and slower radical reactions were not modeled. Modification of the dissociation energy of two atoms due to electron emission was not taken into account.

A small protein, T4 lysozyme [24], was used as a model, including its 118 crystallographically determined water molecules, which bind tightly to the protein molecule. Hydrogens were added to polar and aromatic groups and to water oxygen atoms; the initial charge on the protein was +8. After several rounds of energy minimization the root mean square deviation from the crystal structure of the protein was 0.21 Å for all non-hydrogen protein atoms. This structure was used as the starting point for subsequent molecular dynamics simulations. Simulations were performed with a time step of 50 attoseconds, taking all nonbonded interactions into account explicitly.

In the calculations, the x-ray pulse with intensity I(t), was taken to have a Gaussian temporal profile with a pulse duration (full width at half maximum, FWHM) of 1, 2, 5, 10, 20, 50, 100, 200, 300, 500, and 1000 fs, respectively. The total integrated x-ray flux, $I_{\text{tot}}$, was expressed as the number of 12 keV x-ray photons passing through a 100-nm-diameter circular focal spot, and simulations were run with intensities $I_{\text{tot}}$ between $10^{10}$ and $10^{14}$ photons/pulse. A simulation with $I_{\text{tot}} = 0$ was the reference simulation for calculating elastic scattering properties. The maximum intensity of the x-ray pulse was put at time $t = 0$, and the simulations were run from $t = -1.2$ FWHM to $+1.2$ FWHM (covering 99% of the integrated pulse). All simulations were repeated with different random number seeds for the stochastic events to test reproducibility. The results deviated by less than 5% from each other. Further sets of simulations were performed to estimate wavelength-dependent effects.

For unpolarized x-rays the mean number of elastically scattered photons $I(u,\Omega)$ to be detected by an idealized detector pixel of projected solid angle $\Omega$ centered at a positional vector $u$ is

$$I(u,\Omega) = \frac{1}{2} \left( 1 + \cos^2 \frac{\theta}{2} \right) \Omega r_e^2 \int_{-\infty}^{\infty} I(t) \left| \sum_j f_j(t) \exp\{i\Delta k(u) \cdot x_j(t)\} \right|^2 dt \quad (1)$$

where $r_e$ is the classical electron radius; $I(t)$ is the intensity of the x-ray pulse; $f_j(t)$ is the atomic scattering factor for the $j^{\text{th}}$ atom as a function of time; $x_j(t)$ is the position of this atom as a function of time; and $\Delta k$ is the change in the wave vector of the x-ray photon when scattered through $2\theta$ radians towards the pixel centered at $u$. Radiation damage interferes with the atomic scattering factors $f_j(t)$ and the atomic positions $x_j(t)$.

C. Predicted scattering patterns from single biomolecules and particles

Energies and ionization events for three simulations on lysozyme are shown in Fig. 1. The protein and its bound solvent molecules were considered to be in the gas phase, under conditions similar to a non-destructive electrospray mass spectrometry experiment. For each simulation in the figure, a total flux of $3 \times 10^{12}$ (12 keV) x-ray photons passed through the 100-nm-diameter focal spot, corresponding to $3.8 \times 10^6$ photons/Å$^2$ and causing approximately 2,000 primary ionization events, or more than one ionization event for each non-hydrogen atom in the sample. For FWHM = 2 fs (Fig. 1a) only a quarter of the K-holes created by inner shell
ionization events had time to decay via Auger electron emission. As a consequence the total number of positive charges on the sample at the completion of the 2 fs pulse was only 60% of the total number of charges at the completion of the 50 fs pulse (Fig. 1c).

**FIG. 1.** Ionization of a lysozyme molecule in intense x-ray pulses. Pulse FWHM was 2 fs (a), 10 fs (b) and 50 fs (c). The integrated x-ray intensity was $3 \times 10^{12}$ (12 keV) photons/100 nm diameter spot $(3.8 \times 10^6$ photons/Å$^2$) in all cases. The creation of a large number of positive charges (left hand panel) due to primary ionization by x-rays (photoelectric effect, as well as Compton/Raman scattering) and subsequent Auger emissions results in a rise in the potential (mainly electrostatic) energy of the sample (right). The degree of conversion of potential energy into kinetic energy during the x-ray exposure is inertia limited and as a consequence depends strongly on the duration of the pulse. The Gaussian shape of the x-ray pulse is indicated.

Furthermore, during short intense pulses, numerous K-holes may be present at any one time, reducing the photoelectric cross sections of atoms in which they were produced and thus lowering the total number of primary ionization events in the sample (see trend in Fig. 1). This effect makes the system radiation hardened to photoionization during very short exposures and is more pronounced at even higher radiation intensities. The creation of a large number of positive charges in close proximity results in a rise in the electrostatic energy of the sample (Fig. 1), which drives its eventual explosion (Fig. 2). Under these conditions, each sample will survive only a single shot. The degree of conversion of potential energy into kinetic energy during the x-ray exposure is inertia limited and, as a consequence, strongly depends on the duration of the
pulse. During the 2 fs pulse, there was insufficient time for the kinetic energy to grow appreciably (Fig. 1a). In contrast, by the completion of the 50 fs pulse the kinetic energy of the sample had surpassed its potential energy (Fig. 1c), indicating that the explosion of the sample was well under way. In longer exposures, this effect is even more pronounced.

The destruction of the sample by the x-ray pulse is illustrated by snapshots from the trajectories for pulse FWHM of 2, 10 and 50 fs (Fig. 2). We show these examples to illustrate conditions at the physical limits of imaging. For the two shorter x-ray pulse widths, only very small changes in the atomic positions have had time to develop. Hydrogen ions and highly ionized sulphurs are the first to escape the immediate vicinity of the protein (at 12 keV, the photoelectric cross section for sulphur is about fifty times larger than that for carbon). With the high-integrated x-ray intensity used in Fig. 2c, the molecule is destroyed before the 50 fs (FWHM) pulse is over. The 2 fs FWHM simulation was continued to 50 fs beyond the pulse, and in this case the molecule explodes as well, but only after the structural information has been gathered. These results are in agreement with other observations. Molecular dynamics simulations of the response of small van der Waals clusters of atoms ionized by intense visible fs laser pulses [17] also showed a delay of a few tens of fs prior to the creation of significant structural disorder, and when a fs x-ray pulse generated by a laser plasma was used to probe the dynamics of a rapidly heated organic sample [25], a delay of the order of 100 fs was observed prior to significant growth in disorder.

Figures 3a-c illustrate the calculated scattering intensities for a range of samples, using pulse parameters from Figs. 1b and 2b. The results show that a single tomato bushy stunt virus (TBSV) capsid [26] would scatter x-rays to atomic resolution with a 10 fs pulse containing $3 \times 10^{12}$ (12 keV) photons in a 100-nm-diameter spot (Fig. 3a). The capsid particle of TBSV is a T=3 icosahedral nanocluster of 60 x 3 subunits. It is not a crystalline structure as it lacks translational symmetry. Looking at a tiny crystalline structure, Fig. 3b shows that high-resolution scattering may be obtained from a nanocrystal of 5 x 5 x 5 lysozyme molecules arranged on a rectangular primitive lattice. Molecules in the nanocrystal and subunits in TBSV were given an average root mean square conformational deviation of 0.2 Å to simulate imperfect conditions. While these structures diffract well with these pulse parameters, Fig. 3c shows that the same intensity would only be scattered to around 40 Å resolution from a single lysozyme molecule. For a comparison, Fig. 3d shows a planar section through the continuous molecular transform of lysozyme, shown here under ideal conditions without sample movement or damage. A more detailed analysis of maximum attainable resolutions in single exposures is given in Table 1 and Fig. 4. Figure 4 shows the landscape of damage tolerance in a broad parameter space around the initial LCLS parameters.
FIG. 2. Radiation-damage-induced explosion of T4 lysozyme (white: H, gray: C, blue: N, red: O, yellow: S). Integrated x-ray intensity was $3 \times 10^{12} \text{ (12 keV photons/100 nm diameter spot (3.8x10^6 photons/Å^2)}$ in all cases. (a) Protein exposed to a 2 fs FWHM x-ray pulse, and disintegration followed in time. The atomic positions in the first two structures (before and after the pulse) are practically identical at this pulse length due to an inertial delay in the explosion. (b) Lysozyme exposed to the same number of photons as in (a), but the pulse FWHM is now 10 fs. The images show the structure at the beginning, in the middle, and near the end of the x-ray pulse. (c) Behavior of the protein during a 50 fs FWHM x-ray pulse. For a, b and c, $R_{\text{nucl}}$ was 3%, 7%, 26%, and $R_{\text{elec}}$ was 11%, 12%, 30%, respectively.
FIG. 3. Elastic scattering from a variety of samples. (a-c) Simulated diffraction images on a 128 x 128 pixel planar detector (100 mm x 100 mm) normal to and centered at the beam, and placed 100 mm from the sample. Background was not modeled, and 100% detective quantum efficiency was assumed. Integrated x-ray intensity = $3 \times 10^{12}$ (12 keV) photons/100 nm diameter spot ($3.8 \times 10^6$ photons/Å²). Pulse length = 10 fs. The resolution is 2.2 Å at the rim in (a-c). (a) Scattering from a single TBSV capsid. (b) Scattering from a 5 x 5 x 5 cluster of lysozyme molecules with an average root mean square conformational deviation of 0.2 Å to model an imperfect lattice. (c) Scattering from a single molecule of lysozyme. (d) The molecular transform (i.e., a simulated continuous scattering image) of a single T4 lysozyme molecule under ideal conditions without sample movement or damage. Resolution at the rim of this figure corresponds to 2.0 Å. Structure factor amplitudes are colored logarithmically (magenta: high, green: low). The section is perpendicular to the z-axis, and crosses through the origin at the center of the image, revealing centric symmetry.
D. The landscape of damage tolerance for biological samples

The structural information, which is theoretically recoverable from the sample during an exposure, can be quantified by the introduction of a weighted average agreement factor (R-factor, Eq. 2), which provides a direct assessment of the data quality. The R-factor is defined as:

$$ R \equiv \sum_u \frac{K^{-1} \sqrt{I_{\text{real}}(u,\Omega)} - \sqrt{I_{\text{ideal}}(u,\Omega)}}{\sum_u \sqrt{I_{\text{ideal}}(u,\Omega)}} $$

where

$$ K = \frac{\sum_u \sqrt{I_{\text{ideal}}(u,\Omega)}}{\sum_u \sqrt{I_{\text{ideal}}(u,\Omega)}} $$

Scaling factor K describes the relative scattering power of the sample (listed also in Table 1). Values for $I_{\text{real}}(u,\Omega)$ and $I_{\text{ideal}}(u,\Omega)$ were computed from molecular dynamics simulations by evaluating Eq. (1) from 60 snapshots of each MD trajectory. $I_{\text{real}}(u,\Omega)$ was derived from the time-dependent atomic coordinates, $x_j(t)$, and scattering factors, $f_j(t)$, of a sample exploding in the x-ray pulse, while $I_{\text{ideal}}(u,\Omega)$ was determined from the reference molecular dynamics simulation of an unexposed sample. If the atomic scattering factors for the damaged sample are taken as unchanged from those of the parent atoms, then R provides information on the extent to which the average positions of the sample’s nuclei are perturbed by x-ray-induced damage ($R \equiv R_{\text{nucl}}$). If the degree of ionization of each atom is included when modeling the atomic (or ionic) scattering factors, then R provides information on the extent to which the elastically scattered radiation is perturbed by x-ray-induced damage ($R \equiv R_{\text{elec}}$). $R_{\text{nucl}}$ depends only on the movements of atoms during an exposure, while $R_{\text{elec}}$ depends both on the movements and on the changes in the electronic structure of atoms. It should be noted that, while $R_{\text{nucl}}$ delivers useful insight into the explosion process, it is $R_{\text{elec}}$ that corresponds directly to the quality of the data that would be obtained in an actual experiment.

Macromolecular crystal structures in the Protein Data Bank have crystallographic R-factors of around 20%. Many of the structures, especially those collected earlier on photographic film, represent data sets with merging R-factors in the 5-15% range. Taking the latter value as an arbitrary upper limit, we regard damage as acceptable if $R_{\text{elec}} \leq 15\%$. A survey of the landscape for damage tolerance (Fig. 4) shows many combinations of wavelength, integrated intensity, and pulse length where $R_{\text{elec}} \leq 15\%$. Initial LCLS parameters are marked. Figures 4a and 4b display contour plots of weighted average $R_{\text{nucl}}$ and $R_{\text{elec}}$ values for 12 keV photons as functions of pulse duration and the total photon flux. It can be seen that $R_{\text{nucl}}$ and $R_{\text{elec}}$ display different response dynamics since atomic positions do not change as fast as the electronic configuration of the atoms.
FIG. 4. The landscape of damage tolerance. Contour plots of the nuclear (R_{nucl}) and electronic (R_{elec}) weighted average R-factors (Eq. 2) as functions of the x-ray flux (I_o = the total number of photons/pulse/100 nm ø focal spot), pulse duration, and photon energy. (a) R_{nucl} for a 12 keV x-ray beam, illustrating the extent to which the average positions of the sample’s nuclei are perturbed by radiation damage. (b) R_{elec} for a 12 keV x-ray beam, illustrating the extent to which the information content of the elastically scattered x-rays is degraded due to radiation damage. We regard damage as acceptable if R_{elec} ≤ 15%, which is indicated by the gray line. (c) The variation of R_{elec} as the x-ray photon energy is changed, but the total number of elastic scattering events per carbon atom is held constant. These intensities were I_{tot} = 1.33 \times 10^{12} (6 keV), 1.85 \times 10^{12} (8 keV), 2.36 \times 10^{12} (10 keV), 3.0 \times 10^{12} (12 keV), 3.96 \times 10^{12} (15 keV) and 6.0 \times 10^{12} (20 keV) photons/100-nm-diameter spot, respectively.
Table 1 shows calculated limits of resolution at different points along the line of the "maximum tolerable damage" in Fig. 4b. The total dose delivered to the sample at either end of this line represents an increase of several orders of magnitude over the previously postulated limit of about 200 photons/Å² (i.e., 1.6 x 10⁸ photon/100 nm focal spot) for conventional experiments at low x-ray intensities and cryogenic temperatures [1,5]. Increasing I_total much above 5 x 10¹³ photons/spot is likely to be of little value even at very short pulse lengths, as above this dose, most of the sample's electrons are stripped from the atoms during the x-ray exposure (see values for the relative scattering power in Table 1). Thus, the total number of elastically scattered photons no longer increases linearly with increasing dose, and x-rays scattered from unbound electrons will contribute additional noise. With increasing x-ray energy, the ratio of elastic scattering events to damaging events becomes more favorable [14-16], and Fig. 4c shows that data quality improves as the x-ray probe moves to higher photon energies. This is due to a favorable change with wavelength of the ratios of elastic, inelastic, and photoelectric cross sections in biologically relevant elements.

### TABLE 1. Calculated limits of resolution. Averaging techniques may provide atomic resolution below the dashed line.

<table>
<thead>
<tr>
<th>Pulse duration</th>
<th>1 fs</th>
<th>5 fs</th>
<th>10 fs</th>
<th>50 fs</th>
<th>100 fs</th>
<th>230 fs (LCLS, initial)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Photons/pulse/100 nm spot (1) (from Fig. 4b, grey line)</td>
<td>5x10¹³</td>
<td>1x10¹³</td>
<td>5x10¹²</td>
<td>8x10¹¹</td>
<td>3x10¹¹</td>
<td>5x10¹⁰</td>
</tr>
<tr>
<td>Relative scattering power</td>
<td>0.32</td>
<td>0.53</td>
<td>0.71</td>
<td>0.96</td>
<td>0.97</td>
<td>0.99</td>
</tr>
<tr>
<td>Single lysozyme molecule</td>
<td>15Å</td>
<td>24Å</td>
<td>26Å</td>
<td>30Å</td>
<td>&gt;30Å</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>&gt;30Å</td>
<td>&gt;30Å</td>
<td>&gt;30Å</td>
<td>&gt;30Å</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>2x2x2 cluster of lysozymes</td>
<td>2.5Å</td>
<td>3.1Å</td>
<td>4.8Å</td>
<td>12Å</td>
<td>17Å</td>
<td>25Å</td>
</tr>
<tr>
<td></td>
<td>6.5Å</td>
<td>12Å</td>
<td>16Å</td>
<td>30Å</td>
<td>&gt;30Å</td>
<td>&gt;30Å</td>
</tr>
<tr>
<td>3x3x3 cluster of lysozymes</td>
<td>&lt;2.0Å</td>
<td>&lt;2.0Å</td>
<td>&lt;2.0Å</td>
<td>3.0Å</td>
<td>6.5Å</td>
<td>12Å</td>
</tr>
<tr>
<td></td>
<td>2.2Å</td>
<td>3.0Å</td>
<td>3.0Å</td>
<td>12Å</td>
<td>17Å</td>
<td>30Å</td>
</tr>
<tr>
<td>5x5x5 cluster of lysozymes</td>
<td>&lt;2.0Å</td>
<td>&lt;2.0Å</td>
<td>&lt;2.0Å</td>
<td>&lt;2.0Å</td>
<td>2.9Å</td>
<td>3.9Å</td>
</tr>
<tr>
<td>Single viral capsid (TBSV)</td>
<td>&lt;2.0Å</td>
<td>&lt;2.0Å</td>
<td>&lt;2.0Å</td>
<td>&lt;2.0Å</td>
<td>&lt;2.0Å</td>
<td>2.5Å</td>
</tr>
<tr>
<td></td>
<td>&lt;2.0Å</td>
<td>2.5Å</td>
<td>2.5Å</td>
<td>4.7Å</td>
<td>22Å</td>
<td>30Å</td>
</tr>
</tbody>
</table>

With reproducible samples:
(1) Max. tolerable integrated intensity values were taken from the grey line in Figure 4b.
(2) Resolution may be extended beyond this limit by averaging, if orientation known.
(3) Information extending to this limit could be used for determining sample orientation.

### E. Extending resolution through averaging

Averaging techniques exploit the fact that photon counts from the structural signal grow more rapidly than counts from an incoherent background (sources of noise here include inelastic scattering, bremsstrahlung from photoelectrons colliding with instrument walls, and an imperfect sample environment). As emphasized in the introduction, the achievable resolution for biological specimens is fundamentally limited by damage. If reproducible samples can be obtained in large numbers and they can be oriented parallel to each other, their diffraction patterns add coherently or incoherently. The damage on each sample is therefore reduced. The best known example is, of course, diffraction by crystals, where the diffraction patterns add coherently in directions where the Bragg condition is satisfied and destructively in all other directions. There are several known
methods to obtain an incoherent superposition of diffraction patterns: x-ray and photoelectron holography operate on ordered samples but use incoherent sources of radiation. Recent proposals to obtain similar results include recording the diffuse scattering from a crystal that is a mixture of two species, and the use of partially coherent x-rays on crystals.

It can be shown that the resolution for reproducible samples can be increased even if they cannot be oriented parallel to each other. The technique, widely practiced in electron microscopy, is based on obtaining individual images of the samples at low doses of irradiation and consequently at very low signal-to-noise ratios, then numerically aligning them and averaging the aligned images [27-30]. Averaging exploits the fact that, once the images are numerically aligned, the signal adds linearly from each sample while the noise and background average out. The result is the sharing of the damage, similar to the crystal techniques described above. One could ask the question why aligning images needs less signal than obtaining an image. There are two reasons for its advantage. First, the image is three-dimensional and the alignment is two-dimensional—there are essentially \( n^3 \) resolution elements in a volume, while the orientation is determined by \( n^2 \) directions. Second, in order to get a good image, one has to use many gray levels while the alignment essentially can be done on a single either/or basis. Multi-image alignment and averaging methods developed in electron microscopy have produced substantially increased resolutions, e.g., for the ribosome [29]. With particles displaying high symmetry, resolution can be extended further by exploiting the symmetry of the structure [31,32]. One should note that averaging procedures can only be applied when a reproducible sample scatters a sufficiently large number of photons for its orientation to be determined. Larger samples scatter more x-rays (even without internal symmetry), and thus their orientation is easier to determine than the orientation of small molecules (one has to find the sample to begin with). Numerical alignment and averaging procedures [3,30,29] can be adopted to the planned studies with x-rays (the molecular transform of a three-dimensional object is another three-dimensional object, and numerical procedures developed for electron microscopy can be used to obtain a three-dimensional reconstruction from individual sections).

F. Sources of background

We anticipate the following key sources for background in the images recorded on the detector:

1. **Detector noise ("dark current"):** This is probably not a significant problem. Today, less than one photon/pixel/exposure and a dynamic range of 4-5 orders of magnitude are possible on CCD detectors.

2. **Scattering from gas molecules in the beam path:** Everything will be imaged in the beam path, and therefore the experiments need reduced pressure. At \( 10^{-9} \) mbar pressure, over a 100 mm free beam path, a beam of \( 1 \mu m^2 \) cross section will hit about three contaminant nitrogen molecules at room temperature. FT-ICR mass spectrometers usually operate at \( 10^{-10} \) mbar, and we could tolerate \( 10^{-8} \) mbar or slightly worse.

3. **Debris from the Coulomb explosion:** Debris are electrons and positively charged ions emitted (nearly) spherically from the sample. Due to their charged nature, the flight path of the debris can be controlled, and we envisage using electric and magnetic fields to guide them away from the detector.

4. **Bremsstrahlung from photoelectrons hitting the instrument wall:** This, again, is probably not a significant problem as the energy of this radiation is significantly lower than the photon energy in the x-ray pulse.
(5) **Inelastically scattered x-ray photons of various energies:** These photons represent around 3% of the total scattered x-ray intensity, have a broad energy range, and will form a low and smoothly varying background in each exposure.

(6) **Coherent scattering from free electrons:** This is probably not a significant problem. Low intensity is expected only from those electrons that are in the beam. These electrons will scatter x-rays in the direction of the direct beam (similar to a very high B-factor). It is unlikely that this radiation will contribute to background on the detector surface except in an extremely narrow forward direction.

(7) **Weak incoherent scattering from free electrons.**

(8) **Noise from the machine:** (i) Neutron background, (ii) bremsstrahlung (around 10 GeV from gas molecules along the path of the electron bunch in the machine), (iii) inductive fields created by the electron bunch as it is deflected and dumped at the end of the undulator magnet. The background originating from the machine could be reduced by moving the experimental station far away from the magnets.

**IV. METHODS FOR PHASING**

A number of ways exist for recovering phases in the planned experiments, including the oversampling of continuous molecular transforms [33-35], holographic imaging methods [36-40], holographic data evaluation methods [37], classical methods of crystallography, and techniques for phase extension from lower resolution electron/x-ray cryomicroscopy images.

The low-resolution part of an image is generally important in phasing, and, therefore, arrangements will be made to record the extremely low-resolution data in the planned experiments (described below, see also Fig. 5).

**A. Oversampling**

The main phasing question is how to determine phases when we do not have a crystal (there being a rich literature on phasing when one has a crystal.) The key thought that needs conveying here is the actual advantage that the noncrystal presents over a crystal, of allowing full access to the structural transform. Recent results based on oversampling of continuous molecular transforms in x-ray crystallography include papers from Miao et al. [41], Sayre et al. [42], Szöke [34], and Miao and Sayre [43]. Other methods based on an oversampling of the molecular transform include multicrystal averaging and the exploitation of noncrystallographic symmetry for phasing. The highest resolution applications of x-ray imaging have been traditionally limited to crystalline samples. Miao et al. [35] have demonstrated imaging and phasing (at around 75 nm resolution) of a noncrystalline sample, consisting of an array of gold dots, by measuring the soft x-ray diffraction pattern from which an image was reconstructed. The crystallographic phase problem could be overcome by oversampling of the diffraction pattern, and the image was obtained using an iterative algorithm. It was shown on simulated data [34] that a three-dimensional image can be perfectly reconstructed from a twice-oversampled diffraction pattern of a protein.

The sampling theorem of Shannon assures us that a function with a finite bandwidth is completely defined by its sampled values if they are sampled fine enough. It was noted by Sayre [44] that the Bragg conditions are equivalent to a critical sampling of the diffraction pattern. This means that, if the phases of the reflections are known, the electron density can be reconstructed
everywhere, but any missing information introduces ambiguity into the solution of a crystal structure. This theme was further expanded by Daubechies [45] who emphasized the underlying symmetry: Undersampling introduces ambiguity, critical sampling produces a representation of the electron density that converges very slowly, and oversampling allows a rapidly convergent representation. We quote Bricogne’s remarks on this matter [46]: “Thus the loss of phase is intimately related to the impossibility of intensity interpolation, implying in return that any indication of intensity values attached to non-integral points of the reciprocal lattice is a potential source of phase information.” In other words, the phase problem is somewhat different for noncrystals and crystals. When the specimen is noncrystalline, the diffraction pattern is continuous and this pattern can easily be oversampled, i.e., sampled more finely than the Nyquist frequency (the inverse of the size of the diffracting specimen or that of the unit cell in a crystal). Oversampling of continuous diffraction patterns can be used to retrieve phase information in crystallography [44]. Oversampling is also widely used in radio-astronomy for image reconstruction and in all forms of holography. New possibilities may, however, emerge with very small crystals (nanocrystals) in the LCLS beam (see section on nanocrystals).

B. Holographic data processing methods

Based on model calculations [37,38], Faigel and coworkers have shown that direct three-dimensional imaging of atoms is feasible by holographic reconstruction. Their subsequent studies utilized both holographic data collection and holographic data evaluation methods to produce the first atomic resolution structure derived by x-ray holography [39]. In the first instance, we will use holographic data evaluation procedures to extract structural information from conventional diffraction and scattering images of an unknown molecule attached to a known core structure (e.g., an icosahedral virus). The known core structure can be treated as the reference structure. Equations have been derived [37,40,47,48,49] for finding an unknown part of the electron density when part of the structure is already known. These equations are based on the similarity of the x-ray diffraction pattern to a hologram. The x-ray field scattered by the known part of the structure is identified as the holographic reference beam. It interferes with the waves scattered from the unknown part of the structure, and the interference pattern contains phase information that can be exploited to recover fully the unknown part of the structure. Experiments support this theory and show that holographic data processing methods represent a potentially viable alternative to conventional Fourier methods in structure determination [50,51].

V. SAMPLE HANDLING

With ultrasmall samples, standard procedures for sample selection, characterization, and handling will no longer be applicable. Everything within the LCLS beam path will be imaged, including the sample holder. We are developing novel “container-free” methods based on spraying techniques [52-57] to select and rapidly inject single hydrated molecules, nanoclusters of molecules and larger particles (e.g., viruses, ribosomes, or even small living cells) into an intense x-ray beam. Another possibility that will be explored is to adopt techniques from electron cryomicroscopy and embed the sample molecules into a thin layer of vitreous ice.

In a focused LCLS beam, no biological sample is likely to survive more than one encounter with an x-ray pulse (Figs. 1, 2, 4). One consequence of this is that with small nonreproducible samples, it will be possible to record only projection images. Depth may be improved in such images if holographic imaging were possible. With reproducible samples, sorting and averaging of images is possible, and this offers two key advantages: 1) three-dimensional structural
reconstitution will be possible, and 2) the attainable resolution can be enhanced substantially by averaging techniques. The achievable resolution depends on the uniformity of objects in the sample, which can be improved by the mass-spectrometric sample selection and injection procedures outlined here.

A. Spraying techniques

The average distance between neighboring macromolecules inside a cell (water content: 70-80%) is only a few Å longer than the average distance between neighboring molecules in the three-dimensional lattice of a protein crystal (average water content 50%). Nevertheless, in going from the solution to the crystalline state, it is reasonable to anticipate certain changes in the structure, and the same may be true for microdroplets in the gas phase. We note, however, that some biology does take place in the gas phase, and transmission in the gas phase is the most common route for infections. New container-free methods are being developed [56] based on microdroplet techniques for the characterization, selection, and injection of single molecules, nanoclusters of molecules, or small living cells into intense x-ray pulses while maintaining the structural integrity of the samples at cryogenic temperatures. Cryogenic temperatures can be reached very rapidly through the supersonic expansion of a carrier gas (e.g., SF₆) in the spray. Techniques from mass spectrometry have been adopted to characterize, select, and inject well-defined clusters of proteins for structural studies in the LCLS beam. The sample entering the vacuum chamber will be in random orientation, encapsulated in a microdroplet [58,59]. The microdroplets can be dried to a desired level before interacting with the beam. A beam of sample molecules/particles will be injected into the 120 Hz pulse train of the LCLS. Figure 5 shows the suggested experimental arrangement. The second detector, placed at some distance behind the first one, serves to provide high-detail resolution for measuring the strong forward scattering pattern (see, e.g., Fig. 3a) of noncrystalline samples. We envisage using a system that can be read out at the frequency of the LCLS pulse train. Individual pulses will either hit or miss molecules/particles in the sample stream. Hits could be verified through the measurement of the x-ray scattering intensity together with the UV/VIS fluorescence emission from the exploding sample. These measurements can also be correlated with a simultaneous mass spectrometric analysis of debris and by numerical evaluation of the scattering image recorded on the detector.

The latest mass spectrometry technology is required for preserving noncovalent macromolecular assemblies involving nanoflow sample introduction at lower temperatures into an electrospray source. This introduction system provides a particularly “gentle” environment for the analysis of proteins such that surface water molecules can be retained during the analysis of these complexes [52,53]. We propose injecting samples from the mass spectrometer directly into the x-ray beam. Recent experiments have demonstrated that virus particles retain their three-dimensional structure and remain capable of infection after electrospray ionization and collection after passing through the mass spectrometer [54-56]. Intact ribosomes [57] may be analyzed by nanoflow electrospray techniques. An exciting possibility is to select and store desired particles in ion-trapping devices, then inject selected particles into the beam, thus providing a unique opportunity to observe them under a variety of different conditions. To date these conditions involve the introduction of volatile reagents, such as heavy water, to obtain structural data based on H/D exchange rates, and collision with gas molecules to provide protein fragments. We intend to investigate sample selection and storage procedures for large clusters with Fourier transform ion cyclotron resonance mass spectrometers (FT-ICR-MS). In parallel with these studies, experiments with electrospray techniques coupled to orthogonal time-of-flight technology to enhance transmission and signal handling will be carried out. This technol-
FIG. 5. Suggested detector and experimental arrangement. (a) Sample injection, diagnostics, mass measurement, tandem x-ray detectors, and backstop geometry. (b) The four-segment CCD detector with a hole. The distance between the two detectors in (a) is variable. An “intelligent backstop” measures integrated intensity for each x-ray pulse.

ogy has high sensitivity and a potentially unlimited molecular weight range. By fine tuning drying conditions and the path lengths of the particles before meeting the radiation pulse, similar techniques could be used for introducing small living cells into intense photon beams. Results so far suggest that conditions in the spray can be similar to conditions in electron cryomicroscopy (low temperature, high vacuum, hydrated samples). However, mass spectrometry has the potential to select large samples based on mass differences of a couple of daltons. The marriage of structural methods with mass spectrometry will open up completely new horizons in studies of structure function, solvation, and reaction dynamics in both biology and chemistry.

B. Samples embedded in vitreous ice

Cryomicroscopic techniques could be particularly suitable for studies where a controlled sample rotation is necessary, e.g., in the planned “tomo-holographic” experiments on intact cells and cell organelles using the unfocused, coherent beam of the LCLS. Existing electron microscopy equipment can be adopted for similar studies in an x-ray beam. Sample molecules and particles may be embedded in a thin layer of vitreous ice of a few hundred Å in thickness. Prior to an exposure, the sample(s) of interest may be located by UV/VIS fluorescence techniques and, once found, moved into the path of the x-ray pulse, using programmable positioning devices. With this approach, the complete repertoire of methods in electron cryomicroscopy will become available for x-ray experiments. Vitreous ice surrounding the sample will contribute to background; nevertheless this method may be the method of choice for large samples like intact eukaryotic cells.

VI. FIRST X-RAY EXPERIMENTS

A. An overview

There is a general class of experiments that utilizes the short time structure and the potential for very large intensities of the LCLS beam and lead up to the exciting new regime outlined in the
first sections. It is immediately clear that small crystals, nanoclusters, and two-dimensional (2D) crystals can be studied at 200 fs time resolution from the beginning. In the following sections we will outline some exciting biological problems that become doable this way. Note that the coherence and the saturation of the LCLS plays only a secondary role in these experiments but will be important later.

It was emphasized in the introduction that damage by the incident radiation is the ultimate limit to the resolution of imaging techniques in biological molecules. It is \( \sim 200 \, \text{photons/Å}^2 \) at 10 keV incident photon energy in conventional experiments. The primary damage is caused by the \( \sim 10 \, \text{keV} \) photoelectrons and the \( \sim 250 \, \text{eV} \) Auger electrons that are absorbed in the sample, causing secondary ionization and, eventually, chemical damage. It is accepted wisdom that the damage in conventional electron microscopy is about 1000 times more benign with large samples than damage with x-rays. This would imply that single-particle imaging techniques would yield 10-fold lower resolution by x-ray scattering. There are three mitigating factors in favor of x-rays. First, the scattering geometry of x-rays allows large-angle data collection, and the clean and simple geometry avoids distortions in the image. Second, if small particles can be used, the primary photoelectrons deposit only a small fraction of their energy and the damage should be ameliorated by \( \sim 20-40 \) fold. Third, time-honored techniques of attaching heavy atoms to clusters should increase the signal-to-noise ratio of single-particle images.

In order to utilize the advantages outlined in the previous paragraph, two additional developments are needed: focusing of the beam to about 0.5 µm, and the development of single-particle injection techniques. The latter is well advanced in this partnership. We anticipate that very mildly ionized droplets will be injected into the focused beam just in time. When mild focusing of the beam becomes available (e.g., the focusing of the projected \( 10^{12} \) photons in one pulse into a focal diameter of 1/2 micron, giving a flux of \( 2 \times 10^4 \) photons/Å\(^2\) at the focus), single-particle images can be obtained using averaging techniques similar to those used in electron microscopy. This should open the door to virus structures, including their genomes; to the study of membrane proteins; and to very high time-resolution studies of other, known structures.

In summary, we will argue below that new and exciting biological problems will be open for investigation from the first day the beam at LCLS becomes available. We foresee that our interim technical efforts in sample handling, attaching proteins to viruses, and developing algorithms for single-particle imaging will fully complement developments with the LCLS. The experiments outlined below represent major research lines far beyond the limits of currently available methodologies. We also hope that new research areas may emerge in a field as explosive as biology today by the time LCLS becomes available. Shortening the LCLS pulse length would be a key improvement in all planned applications, including those described in the biological proposal. With shorter pulses, tighter focusing, very fast detectors and development of accurate injection techniques, biomolecular imaging should reach the extreme regime outlined in the theoretical part of this proposal.

**B. Nanocrystals**

Nanocrystals are open periodic structures with submicron dimensions. The LCLS with its planned initial parameters may offer completely new avenues for structural studies on nanocrystalline samples. No such studies are currently possible. When a crystal is small, the Bragg peaks are broadened and the intensity between the Bragg peaks is not negligible. Both the Bragg peaks and the intensity between the peaks carry structural information. The oversampled diffraction pattern visible between Bragg peaks can directly provide phase information. Figure
6a shows a two-dimensional crystal with 15 x 15 unit cells (overall array size = 75 nm x 75 nm), and Fig. 6b shows the continuous (oversampled) diffraction pattern visible between Bragg peaks.

Applying positivity constraints to eliminate the conjugate ambiguity (cf. twin image problem in holography), phase information can be obtained from the oversampled diffraction pattern. Based on Fienup’s theorem [60], an iterative algorithm has been developed [41,43] and is available for the planned experiments. Computer phasing experiments demonstrate the feasibility of this technique. By employing a finite support, a random phase set, and the positivity constraints on the real part of the electron density, it was possible to reconstruct the electron density of the whole small crystal in an iterative process [43]. It could be shown that the reconstruction of the structure from the diffraction pattern was still possible with deteriorating signal-to-noise ratios of 20, 10, and 5.

![Image](image.png)

FIG. 6. Oversampled diffraction pattern from nanocrystals. (a) A two-dimensional crystal with 15 x 15 unit cells. Unit cell dimensions: 5 nm x 5 nm; each unit cell contains 25 dummy atoms. Overall array size = 75 nm x 75 nm. (b) Simulated continuous (oversampled) diffraction pattern visible between Bragg peaks (intensity is represented on a logarithmic scale).

C. Two-dimensional crystals of macromolecules

Various estimates show that there are at least as many different membrane proteins as soluble proteins, yet there are only a handful of structures known today for integral membrane proteins compared to almost 14,000 structures for soluble proteins. An understanding of the structure-function relationships in membrane proteins would make invaluable contributions to biochemistry, physiology, and medicine, and would produce a substantial socioeconomical impact (about 70% of all known drugs target membrane proteins).

Two-dimensional crystals of membrane proteins have been used for structural studies in electron cryomicroscopy (see, e.g., ref. 32). Such arrays may also be obtained from a number of other proteins by epitaxial crystal growth methods. The intensity of the scattered x– rays from a small two-dimensional array was simulated, using 300 x 300 copies of a simple test protein (lysozyme).
in the calculations. These protein molecules were arranged on a primitive 2D lattice with 32 Å lattice spacing in two perpendicular directions. The surface area of the array was about 1 µm x 1 µm, and the size of the x-ray beam was selected to match this area. Pulse intensity ($4 \times 10^5$ photons/Å$^2$) was chosen to ionize about 10% of all non-hydrogen atoms in the sample. The results show diffraction rods with 200-400 photons/rod at 3-4 Å resolution (Fig. 7). Inelastic scattering was estimated to be around 2 photons per 0.3 mm pixel (sample-to-detector distance = 100 mm) at this resolution. Integration of the diffraction rods requires images with different sample orientations to be recorded, and this could be achieved by merging data from several randomly oriented samples. This procedure could provide structural data on membrane proteins in single bilayers. We will use this technique to obtain structural data on a variety of key membrane proteins.

D. Nanoclusters for structural studies

In contrast to nanocrystals (which are small but open periodic structures with translational symmetry), nanoclusters are closed structures, which may be periodic (like oligomeric proteins or viral capsids) but have no translational symmetry. Such nanoclusters come in very well-defined sizes (see, e.g. Lin et al., [61]). We are developing procedures for assembling proteins of choice into regular nanoclusters for subsequent structural studies. Methods are available for the specific attachment of target proteins onto the surface of regular templates, e.g., icosahedral virus capsids. These methods will be applied to structural studies on soluble and membrane proteins at the LCLS. Assembling protein molecules into nanoclusters will increase the intensity of scattered radiation from otherwise small proteins (see Fig. 3a). Using a modified TBSV, containing 180 copies of a specific binding site, we have shown quantitative binding of foreign proteins to the surface of the virus particles. We wish to use modified viruses to construct well-defined nanoclusters of a number of different proteins, including membrane proteins. Expected outcome: structures for “uncrystallizable” proteins attached to the surface of regular templates.

E. Virus structures and the structure of viral genomes

No three-dimensional structure is available for any genome today. Small spherical viruses are among the simplest replicating systems in biology, yet the packing of the nucleic acid inside the capsid, and the factors affecting viral assembly, stability, and disassembly are still not understood. Only a very superficial picture is available today on the packing of the genetic material in intact viruses [62-65]. This is due to the fact that the nucleic acid inside a viral capsid does not follow the symmetry of the outer capsid; when crystallized, the outer shell obeys the space group symmetry, while the inner material does not. As a consequence, the image of the otherwise tightly packed nucleic acid inside the virion is rotationally averaged over some angular range. Viruses are big (around 10-100 nm diameter) and as a consequence give relatively strong scattering patterns (Fig. 3). Initial trials will be performed on the MS2 virus (a bacteriophage). This virus is safe, it is well characterized by mass spectrometry [56], and the structure of the protein capsid is known. From images collected, we propose holographic reconstruction to recover the structure of the inner part (the genome) of the virus. Other methods of phasing will also be explored (e.g., oversampling, [35,34], or classical methods based on derivatives). Further experiments will focus on the assembly/disassembly of the virus. Similar studies will be performed on other viruses. Of particular interest are viruses that cannot be crystallized (e.g., the human immunodeficiency virus, the herpes simplex virus, and many other enveloped viruses).
X-ray studies on viral particles in the gas phase (or in vitreous ice) could open up ways to capture elusive intermediates within the “life cycle” of a virus. An understanding of the functional dynamics of viruses may offer a means to interfere with infection. Experiments will capture dynamic events, e.g., steps in the assembly and disassembly of the virus, and studies on key initial steps in a viral infection.

F. Structural studies on single protein molecules

The need for crystals for high-resolution structural studies is a serious limitation today. Currently, this excludes a very large proportion (>60%) of proteins from structural determination and hinders progress in the area of structural genomics. Structures accessible today for analysis do not represent a random selection of proteins, and knowledge gained on “crystallizable” structures may not automatically translate into knowledge about “non-crystallizable” structures. If and when sufficiently short pulses (20-100 fs) and a reasonably tight focus (around 100-nm-diameter focal spot) will become available, studies on large single individual molecules (with molecular masses in excess of 100,000 dalton) may become routinely possible. In order to prepare for such experiments, we intend to start testing the behavior of individual proteins in the LCLS beam. In the tests, proteins of different molecular masses and oligomeric states will be selected and injected into the x-ray beam. We intend to analyze their fragmentation patterns in order to verify theoretical predictions. Success in this area may trigger a new revolution in life sciences.

FIG. 7. Predicted intensity distribution from a two-dimensional protein array. Surface area: 1 µm². Lattice spacing: 32 Å in two perpendicular directions. Array size 300 x 300 molecules of a simple test protein (lysozyme). Diffraction rods with as much as 200-400 photons/rod can be observed at 3-4 Å resolution.
G. New horizons in time-resolved experiments

Biological function is a four-dimensional property. Time-resolved studies on structure, function and dynamics at the LCLS could cover catalysis, protein folding, nucleic acid folding, the assembly/disassembly of biomolecular complexes, viral uncoating, viral infections and so on. Such studies will first become possible on nanoclusters and nanocrystals as they require less stringent beam parameters from the LCLS than studies on single molecules. Later on, these experiments may be extended to individual biomolecules or cells.

1. Photochemical reactions

Marriage of femtosecond laser spectroscopy with femtosecond time-resolved structural studies will be possible. This area is described in more detail in the proposal on femtochemistry at the LCLS.

2. Diffusion triggering and stop-flow studies

While certain key reactions in life are photochemical, most enzymes participate in diffusion-dominated processes with their reactants and partners. Time-resolved structural studies on diffusive processes in crystalline enzymes are difficult due to problems with mixing enzyme and reactant. Structural studies are only possible on intermediates, which accumulate transiently in the crystal during a reaction. This requires a relatively fast binding followed by a relatively slow reaction. Due to the generally lower activity of crystalline enzymes, uniform catalysis can often be triggered by diffusing reagents (e.g., substrates) into crystals. However, the speed of diffusion and ligand binding sets an upper limit to the speed of reactions that can be analyzed this way. In an average-sized protein crystal (0.2-0.3 mm overall dimensions), half-saturation binding with small ligands can be reached within about a minute. One obvious possibility for lowering diffusion barriers is to reduce the sample size and to use nanoclusters or nanocrystalline assemblies of enzymes for stopped-flow-type time-resolved experiments. With very small samples, the vast majority of solution techniques and methodologies will suddenly become available for time-resolved structural investigations. Kinetic studies based on diffusion triggering will become possible on micron- and submicron-sized assemblies, and they may diffract to high resolutions in the LCLS beam (see Table 1). A new nanocluster/nanocrystal would be needed for each exposure. We foresee that container-free sample-handling methods based on spraying techniques will open up new horizons here. A microdrop-based stop-flow apparatus has recently been developed by one of us (C. Robinson), linking stopped flow and spraying methods. The overall impact of these developments on structural and functional biology is immeasurable.

H. X-ray diffraction tomography of whole cells

A challenging problem in cell biology involves the imaging of whole, eukaryotic cells at high resolution and with good resolution depth. While impressive advances are being made in light microscopy using confocal, through-focus deconvolution, interferometric, and patterned illumination techniques for labeled specimens, these techniques are not able to go below about 100 nm resolution, and one is not able to image the overall architecture of an intact cell at the same resolution as the labeled structures. At the same time, the use of energy filters has made 10-nm-resolution electron tomography of frozen hydrated specimens possible but only on specimens thinner than about half a micrometer. X-rays offer an opportunity for imaging whole, eukaryotic cells of 10 micrometer thickness in a frozen hydrated state and at high resolution. Advances in
zone-plate optics are making it possible to image such specimens at 30 nm or better resolution. However, the complexity of a cell is such that one will have considerable overlap of structures in a single projection; for this reason, groups at Stony Brook and Goettingen have demonstrated tomographic imaging of frozen hydrated specimens.

A challenge with these existing approaches is that they have relied on absorption-contrast imaging within the depth-of-focus limit of a zone-plate optic. Absorption contrast is strongest at photon energies of about 0.5 keV, while at higher energies phase contrast completely dominates. At 0.5 keV, the depth of focus of zone plates with 30 nm transverse resolution decreases towards 1 µm; as a result, out-of-focus planes will contribute phase-contrast information to the in-focus absorption-contrast information recorded in an image. This is quite unlike the situation in through-focus deconvolution fluorescence microscopy, where one records a signal that is always dependent on illumination intensity rather than phase. At the same time, recent demonstrations of the reconstruction of images from diffraction patterns have also involved a restriction that the net phase shift through a specimen be no more than about $\pi/2$ radians, which again restricts one to the imaging of specimens no more than a few micrometers in extent.

Our partners from the State University of New York at Stony Brook are developing a diffraction tomographic microscope to circumvent these limits. The proposed experimental method provides uniformly good depth resolution. The microscope includes a holder for the frozen hydrated specimen that can be tilted up to +/- 80 degrees in either direction. At each rotation, a zone plate will be used to magnify two holograms (from different near-field distances from the specimen) onto a CCD camera. One can then reconstruct the complex wavefield at various depths through the specimen in one viewing direction using back propagation rather than the back projection approach used in conventional tomography. By combining many viewing angles, one can build up a three-dimensional representation of the complex refractive index of the object and thus obtain a faithful three-dimensional (3D) image without regard to the depth of focus of the optics or the lack of phase contrast in conventional images. Finally, it might also be possible to simultaneously record the diffraction pattern from x-rays scattered at larger angles than are accepted by the zone plate and use the reconstructed hologram as a phase reference at low resolution to solve the diffraction pattern at higher resolution, thereby obtaining a 3D image beyond the zone-plate resolution limit.

Because one needs to record holograms at each viewing angle, the specimen must be coherently illuminated. To obtain information from weak contrast objects in small-volume elements, many photons must be used. The specimen must be at cryogenic temperatures throughout the multiple-view experiment, unless one imagines placing a grating in front of the specimen to record multiple viewing directions in one flash exposure. The coherent flux requirements are extremely demanding for today’s synchrotron sources, and ultimately the resolution they can deliver in such an experiment is limited by the buildup of contaminants on a frozen hydrated specimen over many hours. Consequently, an FEL may be the only way to obtain the highest resolution data sets. Thermal effects may be alleviated by the fact that one wants to spread the FEL beam over an area of 10-30 micrometers or more, rather than focusing it down to a 0.1 micrometer spot.
VII. OUTLOOK

A. From molecular to modular and cellular biology

Structural biology is the foundation on which modern life sciences and medicine are built. The discovery of the double helix, the subsequent emergence of molecular genetics and molecular biology, together with the elucidation of protein and virus structures at atomic resolution are changing life sciences, as well as life itself. For the first time in the history of evolution, a genome is “reading itself” (and other genomes) in the same way as we read books: the Human Genome Project is nearing completion. New research areas, like bioinformatics, proteomics, genomics, and structural genomics are emerging from these developments. These “-omics” projects are modern, molecular equivalents of Linne’s innovation [66,67] called “biosystematics.” Genomics and bioinformatics are one-dimensional sciences, proteomics is two-dimensional, structural genomics is three-dimensional. Biological function, however, is a four-dimensional property (x,y,z,t), and a functional understanding requires a synthesis of knowledge in four dimensions. Darwin’s theory of evolution is such a four-dimensional synthesis [68]. While his is a brilliant description of events on a grand scale, a comprehensive understanding of function on the supramolecular and subcellular level is still to come and may shed light on questions related to the emergence of life from a collection of complex chemicals. It is obviously not enough to simply mix such compounds. Function in biology is embedded into a network of interacting components. Biologists and others have thus begun to think about systems and networks, and we can anticipate research picking up on system analysis of labile, functional collections of interacting molecules or modules. Cellular functions (e.g., signal transduction, respiration, protein synthesis, etc.) are carried out by modules made up of many species of interacting molecules. Understanding how modules work and interact with each other is a key aim in understanding organization within a cell and, ultimately, in life. Structural information is only available on a handful of stable modules (macromolecular complexes) that could be crystallized (e.g., the cytochrome bc1 complex or the ribosome). Most modules are loose assemblies of interacting molecules, and studies on them require new approaches in which the LCLS may play a key role. We believe that studies on modules are likely to become a new norm of biological investigation, crucially aided by the other traditional disciplines and also by computational simulations. Certain modules may be localized and analyzed in situ.

Novel diffraction and data processing methods may allow phase retrieval and image reconstruction from images of whole biological cells, molecular clusters, and single biomolecules. The experimental pursuit in this direction is already in progress. Figure 8 shows an experimental diffraction pattern (wavelength = 13 Å) from an air-dried yeast cell recorded in the X1B undulator at the National Synchrotron Light Source to a resolution of about 180 Å. This experiment demonstrates the feasibility of recording diffraction patterns from nonrepetitive samples. The main limitation to achieving meaningful resolutions is radiation damage. Short and intense x-ray pulses from the LCLS may open up a new era for research here.
FIG. 8. The upper left quadrant of an experimental diffraction pattern from an air-dried yeast cell recorded on a 512 x 512 pixel CCD detector with 13 Å radiation and 10 min. exposure at the National Synchrotron Light Source, Brookhaven National Laboratory.

VIII. FEL REQUIREMENTS FOR THE PLANNED BIOLOGY EXPERIMENTS

A. Studies on large structures

<table>
<thead>
<tr>
<th>Requirement</th>
<th>Requirement Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Photon wavelength</td>
<td>1-15 Å</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>0.2 %</td>
</tr>
<tr>
<td>Brightness</td>
<td>Important for focusing</td>
</tr>
<tr>
<td>Flux density per pulse</td>
<td>As high as possible (not more than about $10^8$ photons/Å$^2$)</td>
</tr>
<tr>
<td>Transverse coherence</td>
<td>Yes; could be exploited in holographic imaging</td>
</tr>
<tr>
<td>Spontaneous radiation</td>
<td>Can be used (e.g., in tomographic imaging)</td>
</tr>
<tr>
<td>Higher harmonics</td>
<td>May be useful for shorter wavelengths (lower damage/elastic event)</td>
</tr>
<tr>
<td>Pulse length</td>
<td>230 fs and then shorter (while maintaining high dose/pulse)</td>
</tr>
<tr>
<td>Pump-probe ?</td>
<td>May be possible (delay pump-probe) Synchronization requirement: around 200 fs</td>
</tr>
<tr>
<td>Polarization (linear, circular)</td>
<td>Not relevant</td>
</tr>
<tr>
<td>Polarization (direction, hor/vert)</td>
<td>Not relevant</td>
</tr>
<tr>
<td>Focusing</td>
<td>Variable, down to 100 nm x 100 nm</td>
</tr>
<tr>
<td>Pulse-to-pulse fluctuations</td>
<td>Not a factor (normalization)</td>
</tr>
<tr>
<td>Pulse train</td>
<td>Not more than 120 Hz</td>
</tr>
</tbody>
</table>
B. Studies on small and large structures

- Photon wavelength: 1-15 Å
- Bandwidth: 0.2 %
- Brightness: Important for focusing
- Flux density per pulse: As high as possible (not more than about $10^8$ photons/Å²)
- Transverse coherence: Could be exploited in holographic imaging
- Spontaneous radiation: Could be used
- Higher harmonics: May be useful for shorter wavelengths (lower damage/elastic event)
- Pulse length: As short as possible (while maintaining high dose/pulse)
- Pump-probe: Yes, a clear possibility (delay pump-probe)
- Synchronization requirement: around 200 fs
- Polarization (linear, circular): Not relevant
- Polarization (direction, hor/vert): Not relevant
- Focusing: As much as possible (down to about 100 nm x 100 nm)
- Pulse-to-pulse fluctuations: Not a factor (normalization)
- Pulse train: Not more than 120 Hz (detector readout, sample clean-out)
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I. SUMMARY

A chemist’s most powerful tool is his or her ability to describe matter in terms of bond lengths and angles. From a chemist’s perspective, an intuitive predictive picture of a system, or a process, describes the molecular structure and its evolution in time. Chemical reactions and physical transformations involve the breaking and rearranging of intra- or intermolecular bonds for which the time scale of fundamental steps is on the order of femtoseconds or picoseconds and distance is measured in angstroms. Since every chemical or physical transformation involves structural changes on an atomic scale, the direct observation of these processes would necessarily require an instrument with the power to resolve molecular bond lengths spatially and molecular vibrations temporally. Only an extraordinary apparatus, such as the Linac Coherent Light Source (LCLS), has sufficient spatial and temporal resolution to follow molecular motion in real time.

We present here only a sampling of studies where significant breakthroughs could be anticipated, though there are many more that could become reality once the proposed light-source is fully operational.

We begin with the most fundamental of chemical reactions: photodissociation of isolated gas-phase molecules. We then proceed through photochemically induced bond breakage in solution and the subsequent recombination within the solvent cage. The LCLS will make it possible to trace atomic motions during these reactions in real time.

Photosynthetic processes present a higher level of complexity. While, traditionally, the studies in the field of photosynthesis have been divided into structure determination and time-resolved dynamics, here we propose to use the LCLS to observe the structural transformations in real time.

When a crystalline sample is excited with an intense short laser pulse, extreme states of matter can be produced. Melting on picosecond and femtosecond time scales have been reported. We propose to use the LCLS to probe the dynamics of these ultrafast transformations by characterizing the time-evolving structures.

Nucleation experiments in extremely metastable nanodroplets will make it possible to follow, in real time, the formation of a critical nucleus and its subsequent growth. The resulting data could
be compared directly with molecular dynamics simulations of nucleation processes for the first time.

Nanoparticles, or quantum dots, are extremely attractive to science as well as industry. The LCLS will enable us to observe the internal and surface motions within a single nanoparticle.

II. BACKGROUND AND MOTIVATION

A. Temporal and spatial resolution in molecular dynamics

Because every chemical or physical transformation involves structural changes on an atomic scale, the direct observation of these processes would necessarily require an instrument with the power to resolve molecular bond lengths spatially and molecular vibrations temporally. Chemical reactions take place when existing bonds break and new ones are formed, while physical transformations, such as phase transitions, are a result of atomic rearrangement. The time scale of the fundamental steps, which bring about transformations, typically ranges from femtoseconds to picoseconds and is determined by the time required for atoms to move. For example, when a water molecule absorbs a UV photon, ~8 femtoseconds elapse before one of the hydrogen atoms can move far enough for the system to be described as H+OH rather than H2O. During that brief period of time, the atomic separation between the H atom and the OH molecule has increased by a mere angstrom. The H atom, which is the lightest atom, sets the upper limit for the time resolution necessary to observe motion on the atomic scale.

Ultrashort pulsed lasers, with pulse widths on the order of a few femtoseconds, have been used for the past two decades to study a wide array of atomic, molecular and macroscopic transformations. Ultrafast lasers have made it possible to measure the time it takes for processes to occur [1-5]. However, the fact that they operate in wavelengths that are more than three orders of magnitude larger than a typical bond length limits their ability to provide information with relevant spatial resolution. In a typical femtosecond pump-probe experiment, the pump pulse induces an electronic transition. A variably delayed probe pulse is used to map out the time evolution of a spectrum, which is a measure of the transition probability between the time-evolving prepared state and yet another electronic state. The nuclear and/or electronic dynamics of the system is then inferred from these time-resolved spectra.

As chemists we find that a description of matter in terms of bond lengths and angles is extremely powerful. This picture of nature has served us well. Most major breakthroughs in the area of chemistry or biochemistry can be traced to the solution of a molecular structure. Therefore, from a chemist’s perspective, a truly detailed understanding of a system or a process should include a description of molecular structure and its evolution in time. At a time when extremely short laser pulses are making it possible to observe dynamical events on a molecular vibration time scale, a glaring lack of any spatial resolution limits the entire field. We can tell how fast the structure is changing, but cannot describe how.

In a 1991 editorial in the magazine Nature, J. H. Thomas discussed a revolutionary proposal by Williamson and Zewail, to use time-resolved diffraction to trace the motion of individual atoms as they are rearranged during a reaction. The Williamson-Zewail proposal addresses the widely accepted premise that only when one can trace the path of atoms in the course of a chemical transformation with great detail is the true mechanism of the change properly characterized. The ability to describe the positions and movements of atoms during a fraction of a molecular vibration goes to the core of our understanding of the transition state. The revolutionary concept in the Williamson-Zewail proposal was their suggestion that time-resolved diffraction could be
used in conjunction with ultrafast lasers to map out the trajectories of individual atoms directly during chemical transformation.

A great deal of progress has been made since that editorial was published. Tabletop- and accelerator-based subpicosecond x-ray sources have been developed [6-8] to enable a new class of experiments in physics, chemistry, and biology [7,9-12]. In other experiments, short pulses of high-energy electrons have been used to obtain time-resolved diffraction spectra [5,13]. These efforts produced the first observations of the earliest few picoseconds of the melting process of a crystal [10,14] and the time-resolved electron diffraction spectra of a photodissociating polyatomic gas phase molecule [15].

Tabletop short-pulse x-ray and electron sources, when utilized in pump-probe experiments with visible long-wavelength lasers, provide an unprecedented view of chemical and physical transformation processes in nature, but they are of limited use due to their relatively low brilliance and temporal resolution. LCLS is ideally suited to the purposes of this emerging scientific field. Its brilliance is many, many orders of magnitude higher than that achieved by tabletop x-ray sources and the temporal resolution it offers, of order 200 femtoseconds, will make it possible to resolve events on subvibrational periods for many molecular systems.

B. LCLS techniques

The unique properties of the LCLS can be applied, through a number of spectroscopic and diffraction techniques, to a wide range of fundamental problems. A sharp pulse from a short optical pulse laser, which is then followed by an x-ray probe pulse from the LCLS, comprises the typical experiment. The delay between the pump and probe pulses defines the time evolution.

The most obvious application of the LCLS for the study of chemical and physical transformations would be in a diffraction mode. Here, a pump pulse from a femtosecond laser initiates a photochemical reaction and the x-ray light from the LCLS is used to obtain time-delayed diffraction spectra to chart changes of a molecular structure.

Time resolved diffraction is only one of many possible techniques that can be used to interrogate rapidly evolving systems. X-ray absorption spectroscopy (XAS) and its variant, extended x-ray absorption fine structure (EXAFS), are extremely powerful techniques that can also be used to yield direct molecular structural information. EXAFS can be used to probe the radial structural information centered on a specific metal ion (i.e., how many of what type of atoms are at what distance from the metal). Time-resolved XAS and EXAFS spectroscopy can thus be used to hone in on the dynamics of a specific metal ligand bond.

Mie scattering spectroscopy is used to study changes in the size and index of refraction of spherical and non-spherical particles, whose size is within a factor of 10 from the light’s wavelength. Minute changes in particle size can be detected in the form of sharp Mie resonances. By using the x-ray pulse from the LCLS to generate Mie spectra in combination with a short-pulse, visible-UV laser, it will be possible to investigate the dynamics of nanometer-size particles.

In most cases, only a fraction of the molecules become excited by the first laser pulse and therefore, the probe spectra tend to be composites of unexcited- (the unwanted portion) and excited-state molecules. It is possible to develop stimulated Raman-like techniques to produce spectrally shifted outgoing x-rays at frequencies that are dependent on the pump laser frequency, and thus rid the probe spectra of the unwanted portions.
Thus, the temporal and spatial resolution offered by the LCLS makes it an ideal light source for the study of chemical and physical transformations on the molecular scale. The present document provides an exploration of a number of applications of the LCLS to fundamental problems in chemistry and chemical physics. The section below outlines a few of the scientific issues, their importance and the role that the LCLS could play in addressing them.

### III. SCIENTIFIC OBJECTIVE

#### A. Unimolecular photochemistry

1. **Photochemistry in the gas phase**

![Idealized diatomic photodissociation](image)

**FIG. 1.** Idealized diatomic photodissociation. The red wave packet is prepared on the repulsive excited state at $t=0$. The time evolving wave packet remains fairly localized as it moves to longer bond lengths. The absorption spectrum is featureless, and the resonance Raman spectra show a long progression tracing the reaction.

The ideal system through which to explore the evolution of molecular geometry during chemical transformations in real time should maintain a relatively well defined nuclear geometry throughout the reaction (i.e., the coordinate space wave packet describing the reaction should remain localized). The nuclear wave function of thermally excited molecular systems near or above their dissociation limit tends to be extremely diffuse and even the concept of a “bond length” becomes ill defined. In contrast, the wave function of a photodissociating molecule as it moves on the repulsive potential often remains localized throughout the reaction. It is therefore meaningful to assign a bond length as a function of time, and consequently it may also be practical to design an to measure it directly.

The photodissociation of the diatomic AB molecule, illustrated in Fig. 1, is the simplest of chemical reactions. The ground electronic state is bound and the electronically excited state is repulsive. A short-pulse laser prepares a coherent localized wave packet in the Franck-Condon
(FC) region. The shape of this wave packet at $t=0$ is virtually identical to the vibrational wave function on the ground electronic surface. The wave packet develops momentum and begins to move. Within a few tens of a femtosecond it has accelerated and moved to where it is better described as two separate atoms. The reaction is thus complete. The LCLS offers the proper

FIG. 2. Schematic representation of a photodissociation process that includes surface hopping. The initial wave packet is prepared on the optically active red excited state, which is crossed by the dark gray state. As the wave packet moves to near the crossing point between the two excited states a fraction of its amplitude crosses to the gray state, changing its electronic character in the process. The gray wave packet moves faster because of the differences in energy between the two surfaces.

temporal and spatial resolutions for a detailed characterization of such an idealized process. It should be possible, in principle, to trace the transformation of the AB molecule into the two separate atoms A+B, by using time-resolved diffraction. In reality, however, there are no accessible molecular systems of such simplicity.

Figure 2 shows a more realistic diatomic system, in which the added complexity is representative of virtually every molecular system. It has multiple excited states and, as a result, it also exhibits complex dynamic behavior that includes surface hopping. Surface hopping, which is an integral part of nuclear dynamics, is a process by which a fraction of the wave packet hops from one surface to the next and becomes electronically transformed as a result. This process may occur even when the initial laser pulse prepares a localized wave packet in a relatively pure electronic state, because the nuclear motion that follows inevitably induces electronic transitions.

The surface hopping process described above takes place during virtually every photochemical transformation, but since curve crossings are inherently quantum mechanical processes, and because their rates depend exponentially on the details of the crossing geometry, they are notoriously difficult to simulate. It would be highly desirable to provide these simulations with experimental observations that can be used to guide and test them. Frequency domain experiments
such as resonant Raman spectroscopy have long been used to study nuclear dynamics during photodissociation. The dynamics is “followed” here by measuring the transition probability between the photodissociating wave packet in the excited state and the ground electronic state vibrational wave functions. The Raman line intensities are used to infer nuclear motion. It is, however, generally accepted that resonant Raman spectroscopy only explores the FC and its immediate vicinity.

The LCLS is perhaps the only experimental apparatus that might enable us to observe these very fundamental chemical processes in detail, as depicted in Fig. 2. A direct measurement of the atomic separation as a function of time has the potential for revealing the surface hopping process. The fraction of the wave packet on the lower surface is moving faster than the one that stays on its original curve. One would expect to observe two distinct populations to form over time. Since the LCLS operates with the appropriate spatial and temporal resolution, it may allow the actual differentiation of the two populations to be observed for the first time.

In polyatomic molecules, the reaction proceeds along many coordinates and the motion that leads to reactions includes “spectator” and reactive modes. Figure 3 shows a schematic representation of a single excited electronic state of a generic ABC molecule in two of the three vibrational degrees of freedom, the A-B and B-C bond lengths. Also shown are snapshots of an evolving wave packet. The motion to break the B-C bond also induces the A-B bond to oscillate about an increasingly shorter bond length. These two motions couple to produce a vibrationally excited A-B product.

In ABA systems, the force, and hence the motion, on the excited state is always along the symmetric stretch and dissociation takes place by wave packet spreading. CH₂I₂, one of the members of this class, has recently been the subject of numerous femtosecond experiments. It was also the subject of a time resolved, picosecond electron-scattering experiment. The data suggest that two processes occur; the first is on the order of 200–300 fs, while the second takes a
few picoseconds to complete. Despite an intense effort the exact nature of the two processes is still unclear. The LCLS may be able to provide the needed information to understand this very fundamental reaction.

2. **Photochemistry in the condensed phases**

The section above presented the most fundamental open questions in chemistry: unimolecular reactions of isolated molecules in the gas phase. Most of chemistry, however, takes place in the condensed phase, where the interactions between the solvent and the reacting molecule often determine the final outcome of a reaction. On a most rudimentary level, the solvent molecules act as barriers by preventing the separation of molecular fragments. As the wave packet accelerates downhill energetically, the atoms are moving away from each other and toward the solvent molecules. Unless one of the atoms can find a gap to escape through, it will hit a solvent molecule, lose some of its kinetic energy, bounce back, and recombine geminatly (rejoin its geminate twin). This phenomenon is called the cage effect. Because all of the dynamics prior to recombination is above the dissociation, it cannot be traced by using spectroscopic techniques in the optical range. In contrast, an experiment that is sensitive

![Diagram](image-url)
to nuclear separations such as x-ray scattering, would be ideally suited to the problem. Figure 4 is a schematic illustration of the dynamical processes of a photodissociation process in the condensed phase.

The utility of x-ray diffraction in the study of cage dynamics was demonstrated most recently by Neutze et al. [16]. They have applied picosecond elastic x-ray scattering to the study of iodine photodissociation in dichloromethane solvent. Following photoexcitation to the repulsive wall of the B surface, the two atoms of diatomic iodine rapidly move apart. The kinetic energy of the exploding molecule is absorbed by the solvent and within a few picoseconds, the majority of the fragments recombine. As a result of reorientation during the collision with the solvent, recombination can take place on any of the surfaces. These preliminary experiments clearly demonstrate the feasibility of time-resolved diffuse x-ray scattering, even when applied to a system where the molecule of interest is at millimolar concentrations in a solvent.

The LCLS will make it possible to resolve the individual steps and investigate the early time dynamics when the initial solvent/fragment collision takes place, as well as the fragment/fragment recombination.

B. Biological systems

1. Dynamics of photosynthetic systems

The development of short-pulsed lasers 25 years ago made it possible to observe molecular dynamic events with picosecond time resolution and uncovered completely unexpected early steps in photosynthesis. We are on the verge of being able to take another important step as we develop new tools, which will complement these fast lasers and will enable us to observe the structural transformations that accompany and/or drive the picosecond/femtosecond dynamics of photosynthesis.

The dynamics of excited-state metalloporphyrins, their lifetimes and relaxation pathways are central to an understanding of the energy conversion processes in photosynthesis (electron transfer, charge separation and storage). It is now accepted (on the basis of theoretical calculations and experimental observations using static and time-resolved magnetic, electronic and vibrational spectroscopy), that nuclear dynamics play a key role in the determination of electronic dynamics. In many respects, porphyrin dynamics is a complex example of what has been described above as curve-crossing dynamics.

The tracing of multiple atomic motions in a large molecule such as a porphyrin (or worse yet, including its host protein) in the excited state is prohibitively complex. However, x-ray absorption experiments at the metal K-edge make it possible to focus on the metal atom and its immediate environment. These spectra can be used to monitor the metal coordination number, geometry, nearest neighbor atoms, oxidation state and bond distances in solution, while L-edge XAS experiments for 3d transition metals that are sensitive to the metal electronic structure, provide information about the metal 3d-orbital splitting, oxidation and spin state.

Time-resolved XAS studies of metalloproteins and other inorganic compounds in their excited states have been reported recently [17,18]. These experiments were used to study the photodissociation of carbon monoxide in myoglobin, the base on and off rates in cobalamine, structural changes associated with the excited states of inorganic compounds, and photoinduced spin-state changes in iron(II) complexes. However, the time resolution of these experiments is mostly limited to microseconds.
The frequency spectrum of the LCLS, together with its temporal resolution, should make it possible to observe the motion of metal ligands and any electronic transformations on a time scale that is faster than the vibrational period of the metal-ligand motion. These experiments could be carried out in solution with the porphyrin in its native environment.

C. From lattice vibrations to phase transitions and extreme phases

Most of the fundamental steps in atomic-scale dynamics, including transport of acoustic vibrations and phase transformations in condensed matter, occur on time scales that are comparable with lattice vibrations (femtosecond to picoseconds), and on length scales comparable with molecular distances. Yet, measurements on ultrafast time scales have been largely limited to visible or near-visible wavelengths, which provide information about valence electrons and Raman-active vibrational modes. A number of recent experiments used ultrashort x-ray pulses from a variety of to observe directly harmonic and anharmonic dynamics of coherent acoustic phonons and ultrafast melting in crystalline solids. However, the low flux of these sources (\(10^8\) photons/pulse sr) limits their applicability to ordered systems. Figure 5 is a schematic illustration of a typical pump-probe experiment designed to study phase transformations in ordered systems.

![Ultrafast X-Ray Diffraction](image)

**FIG. 5** A schematic representation of a typical ultrafast x-ray scattering experiment designed to study the melting of ordered systems. In the first frame the optical laser pulse and the x-ray pulse arrive at the sample at the same time. The diffraction pattern is sharp since no electronic-to-vibrational energy transfer has occurred. The second frame is an intermediate stage of melting. In the final frame the x-ray pulse is delayed to allow for the electronic to vibrational energy transfer process to evolve, eroding the crystal structure and thus diffusing the scattering pattern.

These pioneering experiments help to highlight the benefits of time-resolved x-ray studies. The very high peak brilliance and superior time resolution of the LCLS could make possible a large number of experiments in condensed matter that are inaccessible at present. Below is a truncated list of possible applications of the LCLS to condensed-phase physics:
1) By correlating time-resolved structure determination (x-ray diffraction) with ultrafast optical measurements during the early stages of laser-induced phase transitions, the interplay between electronic and atomic rearrangements could be determined (e.g., during metal-insulator or conductor-superconductor transitions). This class of experiments would be particularly revealing in systems where the electrons are strongly correlated or where phase transitions could be coherently driven by optical excitation along soft vibrational modes.

2) Ultrafast structural probes in (x-ray diffraction and/or EXAFS) could elucidate the physical properties of transiently generated states of matter that were obtained by irradiating materials with intense, ultrashort laser pulses. For instance, important information would result if the maximum degree of superheating of a solid phase and its connection to structural stability could be determined. Equally important would be the measurements of atomic rearrangement in solid phases at high pressures, for example during compression by a shock wave. Finally, previously unexplored regions of the phase diagrams of materials could be addressed, revealing, for instance, the geologically and technologically relevant dynamics of the melting of carbon [19] or of diamond formation [20].

3) Ultrafast, small-angle x-ray scattering experiments would permit investigations of mesoscopic rearrangements on the nanometer scale, for instance by measuring nucleation rates of new phases [21] (solid to liquid and liquid to gas) far away from thermodynamic equilibrium. The mesoscopic dynamics that lead to nanometer-scale structuring of carbon-based materials (e.g., nanotube formation) could also be investigated, with great benefit to studies in nanotechnology.

4) Dynamic probing of high k-vector vibrational excitations would be made possible by extending inelastic x-ray scattering experiments to the ultrafast time scale. Ultrafast probes of localized vibrational excitations in solids and liquids would reveal, among other things, the important interplay between molecules and surfaces, between solvents and solute, and its role in the stabilization of chemical reactions via vibrational energy transfer.

D. Dynamical processes in nanoparticles

1. Vibrational modes and capillary waves

Nanoparticles, also known as quantum dots or nanocrystals, possess unique electronic and optical properties that result from quantum size confinement of charge carriers and an extremely large surface area, relative to volume. From a fundamental scientific perspective, nanoparticles offer an opportunity to study a range of phenomena that are otherwise inaccessible. They also hold great promise for applications in areas such as microelectronics, electro-optics, photocatalysis, and photoelectrochemistry.

The large percentage of surface atoms can introduce a high density of surface states. These surface states can fall within the band gap, trap charge carriers (electrons and holes), and affect the charge-carrier behavior and other properties of nanoparticles. In the last few years, significant progress has been made in the study of the dynamic properties of charge carriers in semiconductor and metal nanoparticles, mainly through the use of femtosecond laser techniques. In conjunction with conventional spectroscopy and powerful microscopy techniques, preliminary understanding of the dependence of the charge-carrier lifetime on particle size, surface area and shape started to emerge. Because these studies use optical pump-probe techniques, they can only probe the electronic dynamics.
While a great deal of attention has been given to electronic transformations, not a single study has probed the nuclear dynamics, which occur in the excited electronic states and continue after the system returns to the ground electronic state. Depending on the electronic temperature, different lattice internal and surface vibrational modes will be stimulated. These should result in particle deformations at the particles’ natural frequencies. Using x-ray scattering, it should be possible to observe these deformations in real time and characterize the vibrational states as a function of particle size and composition.

Recently there has been considerable interest in the structure of vapor-liquid interfaces at short length scales. In the Gibbs model, these interfaces are described as regions of continuous variation of density, and recent density functional calculations, based on that model, have led to the prediction of a reduction in surface energy at short (angstrom to nanometer) length scales. A similar prediction was obtained more recently, with the newer capillary wave model. The capillary wave model, however, is qualitatively distinct from the non-uniform spherical drop-model of Gibbs. In the former, the interface assumes a locally step-like density profile, whose overall width results from the propagation of thermally excited capillary waves, while the latter treats the gas-liquid interface as a slow change in density. The proposed femtosecond pump-probe x-ray scattering experiments have the potential to resolve nonuniform density profiles on the angstrom scale, as well as to “freeze” (in time) the surface morphological effects caused by the presence of capillary waves. Figure 6 provides a schematic of a pump-probe experiment designed to observe internal and surface vibrational modes.

FIG. 6. A schematic of an experiment designed to probe nanoparticle vibrational and surface modes.
2. Melting on the nanoscale level

Nanoparticles offer a unique opportunity to investigate the dynamics of melting and crystallization. One could use an optical femtosecond laser to deposit sufficient energy, so as to induce complete particle melting. Time-resolved melting studies of films have been reported and discussed above. Melting of nanoparticles may present a very different dynamical system. Here, the overall particle size is significantly smaller than that of the exciting light wavelength, and no substrate is present to provide for heat exchange. It should be possible to trace the solid-to-liquid transformation process in real time, by using either x-ray Mie scattering, or x-ray diffraction, following a sharp excitation in time. It would be interesting to explore the connection between the size-dependent dynamical behavior with the observed size-dependent melting point. As an illustration of the magnitude of this latter effect, note that the melting point of a 0.5-nm-sized Na particle is 30% lower than that of a cubic micrometer or a cubic inch of Na, which have equivalent melting points.

The dynamics of melting of a single nanoparticle could be investigated using particles trapped in a rare gas crystal. Figure 7 is a schematic illustration of such an experiment.

3. Nucleation dynamics

The transformation from a disordered liquid phase to a crystalline one is triggered by a nucleation event (i.e., the formation of an initial germ structure followed by crystal growth about it). The entire process is kinetically controlled, highly nonlinear and cooperative. Crystallization can only take place once a critical germ, large enough to overcome the nucleation barrier, forms. But, the rate of critical germ formation is exceedingly slow unless the system is driven past the solid-liquid equilibrium point. As the system is driven further into the meta-stable region, the height of the barrier to nucleation is reduced and the size of the required germ decreases, driving
up the rate of critical germ formation. Ultimately, the rate of nucleation increases to the point where the phase transition can occur within the observation period.

Classical nucleation theory, which has been successful at predicting nucleation rates of many systems, takes a macroscopic, thermodynamic view of the process and makes no realistic attempt to describe its dynamic details. Recently, however, it has become possible to perform molecular dynamics simulations by using trajectories driven by classical mechanics of systems sufficiently large to make these simulations relevant to nucleation. This approach provides an intuitive view of the dynamical process. It treats the individual molecules and their interactions in “real time,” and its output is a movie of the position and momenta of each molecule as a function of time. One can literally watch these movies, trace the molecular motions, and even identify the formation of a critical nucleus just prior to crystallization. Because of the number of molecules that are required to obtain a realistic representation of a nucleation event, these computations are very intensive, and the observation times are limited to a few picoseconds.

FIG. 8 A schematic representation of a time-resolved laser-induced nucleation experiment. Nanoparticles are supercooled to just below the nucleation threshold. An optical laser pulse generates a catalyst that starts the nucleation. An x-ray photon is used to probe the growth dynamics.

There is an obvious match between the temporal and spatial scales offered by the LCLS, the nucleation dynamics, and the molecular dynamics simulations that if explored could provide a great deal of insight into the processes that control nucleation. Figure 8 is a schematic illustration of an experiment designed to probe nucleation dynamics in small particles.
IV. EXPERIMENTAL DETAILS

A. Time-resolved molecular structures during photochemical reactions

1. Photochemistry in the gas phase

The pioneering experiments by Zewail et al., in which ultrafast electron diffraction was used to investigate the photodissociation of C$_2$F$_4$I$_2$ in a molecular beam, serve as a guide for the design of the gas phase photochemistry proposed here. These experiments have shown that time-resolved diffraction of non-crystalline samples is a feasible method and that the spectra can be inverted to obtain structural information of very short lived molecular intermediates. In this case the parent molecule photodissociates in two phases to yield a hot C$_2$F$_4$I and an iodine atom in the initial phase, which is then followed by a much slower process, during which the hot C$_2$F$_4$I fragments to form C$_2$F$_4$ and a second iodine atom. The half-life of the second phase was measured to be on the order of 20 ps.

Table 1 shows a comparison between the parameters of the gas-phase experiments of Zewail et al. and those attainable by the LCLS. The time resolution of the ultrafast electron detection (UED) experiments is limited to ~10ps. The inverse relationship between the number of electrons and the ultimate resolution makes it extremely difficult to improve on this system. At present, UED cannot be used to trace molecular motions, which are generally on a sub-picosecond time scale. The LCLS is expected to provide similar signal strength but with temporal resolution fifty times better than the UED.

Table 1. Comparison between Ultrafast Electron Diffraction (UED) and the LCLS

<table>
<thead>
<tr>
<th></th>
<th>$\Delta t$</th>
<th>flux</th>
<th>Cross section</th>
<th>Rate (Hz)</th>
<th>Signal</th>
</tr>
</thead>
<tbody>
<tr>
<td>UED</td>
<td>10 ps</td>
<td>7000</td>
<td>$10^7$</td>
<td>1000</td>
<td>$7 \times 10^{13}$</td>
</tr>
<tr>
<td>LCLS</td>
<td>200 fs</td>
<td>$2 \times 10^{12}$</td>
<td>1</td>
<td>100</td>
<td>$2 \times 10^{14}$</td>
</tr>
</tbody>
</table>

$^1$ time resolution; $^2$ relative cross section; $^3$ relative signals

We propose to perform the first set of experiments on a diatomic molecule. As mentioned above, the nuclear motion of diatomic molecules might be rather trivial, but the added complications due to electronic-nuclear coupling make the problem interesting. Every one of the diatomic halogens is a good candidate for a study of curve-crossing dynamics described in the introduction. The electronic structure of I$_2$ is presented in Fig. 9. Other halogens present similar scenarios.

The two-step photodissociation of C$_2$F$_4$I$_2$ would clearly be an interesting case to explore given the background information that is available. The superior temporal resolution of the LCLS will make it possible to time resolve the first iodine atom dissociation and observe the intramolecular energy transfer processes that bring about the dissociation of the second iodine atom.

2. Photochemistry in the condensed phase

The utility of the LCLS is not limited to isolated systems in the gas phase. One of the advantages of the LCLS over UED is the fact that it can be applied to the investigation of solution-phase dynamics. Most of chemistry takes place in the condensed phase, where the solvent influences
the electronic structure, as evident from shifts in absorption spectra and the nuclear dynamics by providing a cage to trap the products.

The design of the photochemistry in solution experiments seeks to build on the successes of Neutze et al. in developing the methodology to follow the dynamics on a picosecond time scale through x-ray scattering. They used beamline (ID09) of the European Synchrotron Radiation Facility and a gas-filled x-ray detector, coupled to a lock-in detection system and were able to observe a diffuse scattering signal following photodissociation, from geminately recombining iodine atoms in dichloromethane. The electronic structure and a schematic of the dynamics are shown in Fig. 9. When I2 is excited to the B state above its dissociation limit, it falls apart in less than a picosecond. Due to the presence of the solvent cage, the kinetic energy of the exploding molecule is absorbed, and within a few picoseconds the majority of the molecules recombine geminately. The relaxation pathway down to the ground state passes through the excited A-state, which has a solvent-dependent lifetime (equal to 500 ps in dichloromethane). Due to the greater interatomic separation of excited state iodine relative to its atomic separation in the ground state, the diffuse x-ray scattering pattern will be slightly changed. The experimental results are shown in Fig. 10. The solid line shows the theoretical curve obtained by convolution of the 500 ps decay of the A-state in dichloromethane with the 80 ps FWHM x-ray probe.

3. Background in pump-probe experiments

A common thread to all the experiments discussed in this section is the fact that the majority of the scattering is due to spectator molecules. In the gas-phase experiments, they are the unexcited molecules and the carrier gas. Similarly, in the condensed phase the majority of scattering is due to the solvent. These situations inevitably produce a high background that is difficult to handle. Neutze et al. used lock-in methods to improve their signal to noise, and Zewail et al. use a sophisticated subtraction technique.

Another approach to lower background in condensed-phase experiments is to use a rare gas crystal, such as Ne or Ar, as the solvent. The crystal structure provides a clean background and
the low Z number assures low scattering probability. This solvent is non-reactive and should therefore damage very slowly. There is also a large volume of frequency and time-domain research on photodynamics in these media available to provide the background for the LCLS.

A second approach for background reduction uses a stimulated Raman approach as discussed by S. Doniach. This method takes advantage of the fact that the scattering molecule that is of interest is in an electronically excited state. There is a finite probability that incoming x-ray photons with wave vector $K_0$ that are scattered to $K_1 = K_0 + q$ will include both excitation absorption (stimulated Raman, see Fig. 11) events and excitation scattering (stimulated Brillouin). The difference in energy between the two is equal to that of the difference between the ground state and the electronically excited state. All photons with wave vector $K_1$ are a result of scattering events with the desired molecules. This approach requires that the x-ray line width be significantly smaller than $\varepsilon$, which is on the order of 3-5 eV.

**B. Biological systems**

**1. Dynamics of photosynthetic systems**

Comparison of time-resolved excited-state structures of Ni(II) tetraphenylporphyrin (1), Ni(II) tetra-tert-butyl porphyrin (2) and Ni(II) dodecaphenylporphyrin (3) are proposed. These nickel porphyrins are low spin ($d^8$) in their ground state with Ni-N distances of 1.929 Å for 1, 1.86 Å for 2, and 1.88 Å for 3. (Multiple conformations have been observed crystallographically for 3.) The Ni-N distances are a good indicator of the macrocycle’s deviation from planarity. Shorter distances reflect increased distortion. EXAFS studies have shown that the solid-state structures for these three molecules are retained in solution.

The photochemistry of Ni porphyrins is shown in Fig. 12. The ground state is excited to the singlet state, which relaxes and decays to a vibrationally and conformationally excited ($d_{x^2}$, $d_{y^2}$, $d_{z^2}$) state. This (d,d) state undergoes structural changes as it relaxes vibrationally and then decays back to the ground state. The vibrationally relaxed (d,d) state should have long Ni-N distances (~2.02 Å) to accommodate the larger nickel ion, due to the unpaired electron in the $d_{x^2}$ orbital. These structural transformations could result from the macrocycle becoming planar, doming, and/or the metal moving out of the nitrogen plane. For these Ni(II) porphyrins the (d,d) electronic excited state lifetimes vary from ~3 picoseconds to ~50 nanoseconds, depending on the solvent polarity, viscosity, and temperature, the specific porphyrins ground state conformation, and steric constraints.
Nickel L- and K-edge ultrafast XAS studies of these porphyrins will enable us to follow the excited-state structural dynamics, monitor the d-orbital occupancy, metal oxidation, and ligation state. Solvent and temperature dependence studies will also be performed to determine if different mechanisms of deactivation are present.

![Diagram of deactivation pathway](image)

**FIG. 12.** Low-spin (d⁸) Nickel(II) Porphyrins Deactivation Pathway.

The conformational changes shown in Fig. 12 associated with the vibrationally relaxed (d,d) state have been inferred from transient Raman measurements. The proposed experiments would provide the first direct structural information for the excited-state conformations and how they might modulate the decay pathways and lifetimes for planar and nonplanar porphyrins.

**C. Laser melting of graphite**

In a recent publication, Silvestirelli and Parrinello present the results of an *ab initio* molecular dynamics simulation of the laser melting of graphite. These calculations were performed in an attempt to simulate the experimental observations in which very short (~90 fs!) laser pulses were used to induce graphite melting. These experiments yielded observations of a laser-limited ultrafast increase in the reflectivity. Such transition to a more reflecting state is interpreted as a transformation of the system to a liquid, metallic phase. The time scale appears to be an order of magnitude faster than that expected by normal lattice melting.

The molecular dynamics (MD) simulations [22] show that the behavior of the laser-irradiated system depends crucially on the electronic temperature. Laser melting of graphite occurs only for local temperatures higher than 40,000 K. At this high temperature, many of the electrons occupy antibonding states. The strong repulsive forces drive the intramolecular covalent bonds to break before any intermolecular motions can take place. This is illustrated in Fig. 10, where the effect of electronic temperature on molecular bonding is clearly visible. The MD simulations predict that, when the electronic temperature reaches 40,000 K, the graphite system disorders within 50 fs, during which most of its covalent bonds break.
By combining time-resolved reflectivity experiments with ultrafast x-ray diffraction experiments, such as the one shown in Fig. 13, it should be possible to distinguish between the various mechanisms that may be responsible for the ultrafast melting observed.

FIG. 13 Snapshots of selected MD configurations at different electronic temperatures a) 25,000 K, b) 35,000 K, c) 40,000 K, d) 50,000 K.

D. Dynamical processes in nanoparticles

The potential application of semiconductor and metal nanoparticles to the electronic and optical industry has provided an impetus for intense research. In the last few years, significant progress has been made in the study of the dynamic properties of charge carriers in semiconductors and metal nanoparticles, mainly through the use of femtosecond laser techniques. In conjunction with conventional spectroscopy and powerful microscopy techniques, preliminary understanding of the dependence of the charge-carrier lifetime on particle size, surface area, and shape is starting to emerge. Results suggest that in many of the nanoparticle systems studied, including CdS, CdSe, TiO$_2$, Fe$_2$O$_3$, PbS, PbI$_2$, Ag$_2$S, AgI, CuS, Mn-doped ZnS, Au, Ag, and Pt, the electronic relaxation process is dominated by surface trap states. No attempt has yet been made to characterize any structural changes that accompany or drive the electronic dynamics.

Size-dependent properties and extreme sensitivity to interactions at the interface due to the large surface-to-volume ratio are the two features that make nanoparticles extremely attractive. Yet, when particles are produced and studied in solution it is extremely difficult to control particle-solvent or particle-contaminant interactions. The dominance of the uncontrollable surface effects, combined with the nonuniform size distribution, make the study of size and surface effects on a fundamental level virtually impossible.

This program aims to utilize the LCLS to investigate the dynamics of structural transformations in nanoparticles, all of which are expected to be size dependent. It is clear that for this program to succeed it must first implement controls over particle size and interface. We propose to produce nanoparticles by homogeneous nucleation in the gas phase in a rare gas environment. This method will ensure that the resulting particles possess well-defined surface properties and sizes. Subsequent studies will be conducted either in the gas phase or in rare-gas crystals, in
order to minimize/control surface interactions. As previously noted, rare-gas crystal environments offer important advantage for x-ray scattering studies. Conditioning through gas-particle interactions will be used to control supercooling or supersaturation prior to observation or the imbedding step.

Metallic, semiconducting, and refractory nanoparticles can be generated by direct evaporation of the neat substance in a tube furnace operated at a high temperature in a stream of inert gas or in jet-flow reactors. In either case, the particles are formed when hot gas is cooled rapidly as it exits the heated zone. The resulting high gas-phase supersaturation induces homogeneous nucleation and the formation of small particles.

Although it may be possible to tune the center of the particle size distribution by controlling production conditions, the final size distributions tend to be rather wide. For experiments in which a monodispersed aerosol size is essential, it is possible to select a narrow size range from the overall aerosol population. This can be achieved using the recently developed nano differential mobility analyzer (NDMA), which is designed to select particles with diameters between 2 nm and 50 nm with a better than 1% precision. This instrument is designed to separate charged particles according to their mobility in an electric field. It allows for the selection of a narrow size range and the preparation of a macroscopic sample at atmospheric pressure. $10^5$ single size particles/cc can be produced at flow rates of 2 liters/min. This sample can be concentrated further as it is deposited into the host crystal. For gas-phase studies on nanoparticle dynamics, it is possible to size-select particles by aerodynamically focusing a single size at the intersection of the light sources by controlling flow conditions.

1. **Vibrational modes and capillary waves—Single particle dynamics**

The proposed research will involve the study of nanoparticle vibrational and capillary wave dynamics in rare-gas crystal environments. Macroscopic Ne or Ar crystals can be easily grown on the tip of a standard liquid He cooled cryostat. It is possible to control particle concentration in the final crystals by selecting the He to Ne or Ar ratio in the gas-flow mixture.

In the initial phase a narrow size distribution will be selected using the NDMA and trapped in the Ne crystal. Their size distribution will be verified using static Mie scattering at the LCLS 0.15 nm wave length. To observe the dynamics, the sample is excited with a visible femtosecond laser and probed with the time-delayed LCLS recording the Mie spectra as a function of delay between the pump and the probe. Figure 14 shows a computed Mie spectrum for TiO$_2$ 5 nm to 125 nm diameter particles obtained with 3.0 nm wavelength. The figure demonstrates the sensitivity of the Mie spectra to particle size. Moreover, the details of the Mie spectra can also be used to extract particle shape. However, because of inhomogeneous particle size and environment, a system that includes an ensemble of particles will quickly loose coherence and the sensitive Mie spectra would become difficult to interpret.

Clearly, the ideal solution to the above problem is to perform the experiment on individual particles at a time. Single-particle experiments should make it possible to observe the time evolution of the coherently prepared state, the coupling between electronic and nuclear, internal and surface modes, and finally the relaxation by energy transfer to the matrix. The high intensity, superior beam quality, and coherence of the LCLS make possible single-particle experiments.
Single-particle experiments will be performed on high-Z crystalline nanoparticles trapped in a Ne crystal. Metallic or semiconducting for which pump-probe optical experiments will first be used to characterize the electronic dynamics will be used. These will be followed by time-resolved x-ray diffraction experiments at the single-particle level.

FIG. 14. Angular distribution (characterized in terms of spatial frequency in inverse microns) of scattering of 400 eV x rays from TiO$_2$ spheres of various diameters ($1$ m$^{-1}$ = 3.1 mrad).

Homogeneous nucleation experiments require highly metastable conditions to drive the process. Bulk samples, which invariably contain a large number of solid impurities, cannot be used because these impurities catalyze nucleation near the thermodynamic-phase transition point and no homogeneous nucleation ever takes place. Nanoparticles, because of their small size, have an extremely low probability of containing any impurities. It is possible, therefore, to produce metastable nanodroplets that are extremely far from equilibrium in a controllable manner. These could be supercooled neat droplets or supersaturated solution droplets. Such highly metastable droplets provide a unique opportunity to study the dynamics of crystal formation in systems far from equilibrium. Because the system can be driven to just below the nucleation threshold, it should be possible to induce nucleation by introducing a very small perturbation to lower the barrier and start nucleation process.

For example a supercooled solution of aromatic anthracene could be resonantly excited with a near UV photon. The presence of an exciton in the solution results in rapid exciplex formation, which is a form of a tightly bound molecular multimer. This newly formed cluster can now catalyze nucleation of the entire droplet. Time-delayed x-ray diffraction spectroscopy can then be used to follow the dynamics of crystal growth.
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I. SUMMARY

Most condensed matter exhibits complex dynamics. Viscoelastic flow, polymer reptation, protein folding, crystalline phase transitions and domain switching, and countless other collective processes show both fast and slow responses, often sensitive functions of temperature, applied fields, and fabrication parameters. These complex dynamics may be crucial for material function, as in synthesized structures such as gels and high-impact polymers and in natural structures such as proteins, whose folding dynamics involves a hierarchy of time scales. Complex dynamics also may be deleterious, as in ferroelectric DRAMS whose slow response components limit their practical switching times.

Using time- or energy-resolved light-scattering techniques, we can currently probe the full range of these time scales, from femtoseconds through kiloseconds. However, conventional measurements with visible and near-visible wavelengths probe responses on the distance scale of the wavelength or longer, that is, at least 0.1 microns and generally much longer. But in almost all materials, intermolecular interactions are short-range (angstroms) and correlations in quantities such as polymer or ferroelectric alignment, motions of polymer or protein subunits, or liquid-state molecular orientational alignment, extend over nanometers, not tenths of microns or longer. How do systems made out of angstrom-size molecules that only interact with neighbors nanometers away coordinate and organize their macroscopic (micron and larger distance scale) responses?

In many cases, we don’t know. For example, do the essentially universal polymer responses that we observe on a hierarchy of time scales (assumed to obtain in protein folding and other biopolymer behavior as well) reflect the responses on a corresponding hierarchy of length scales — fast motions of small segments, slower motions of larger structural elements, even slower motions of whole polymer chains? If so, why do small-molecule viscoelastic liquids (including honey and molasses) show almost identical dynamical responses, with the same temperature-dependent trends, even though there are only microscopic-sized units? Our measurements reveal macroscopic dynamics, but not the mesoscopic (nanoscale) dynamics that give rise to them. Our theoretical and computational methods are inadequate for description of many-body complex dynamics, including complex molecules and structures and including the slow, as well as fast, time scales.
The Linac Coherent Light Source (LCLS) provides a unique opportunity to observe nanoscale dynamics in condensed matter systems over a wide range of time scales using x-ray photon correlation spectroscopy (XPCS) and x-ray transient grating spectroscopy (XTGS). The experiments proposed here explore dynamics over ranges of wave vector and time that are important in a variety of systems but are difficult or impossible to study with other techniques. Three initial experiments are proposed in the following areas:

1. Dynamics of entangled polymers
2. Structural basis of glassy dynamics
3. Collective mode dynamics in liquids and glasses

The common theme in these experiments is the interplay of multiple length and time scales in the dynamics. While the time scales of interest vary greatly (10^{-13} to 10^{3} s), in all three cases the length scales are in the atomic to nanoscopic range (10^{-1} to 10^{3} nm). This corresponds to wave vectors of 10^{-3} to 10^{1} \text{ A}^{-1}. XPCS and XTGS provide a direct measure of the wave vector dependence of the dynamics over this range.

Three types of experimental techniques will be investigated:

a) Using the very high time-averaged coherent x-ray flux from the LCLS to carry out XPCS measurements over time scales from 10^{-3} to 10^{3} seconds;

b) Using the extremely high-peak coherent x-ray flux from the LCLS to carry out XPCS measurements using a split-ulse technique over time scales from 10^{-12} to 10^{-6} seconds;

c) Using the short pulse width from the LCLS to carry out XTGS measurements of stimulated dynamics over time scales from 10^{-12} to 10^{-6} seconds.

**II. NEW CAPABILITIES THROUGH THE LCLS**

The unprecedented brilliance and narrow pulse width of the LCLS will significantly advance the frontier of structural and dynamical studies of condensed matter [1]. Through its use, the time-domain light-scattering spectroscopies that have been used extensively but limited to low-scattering wave vectors (i.e., long material length scales) will be extended into the x-ray regime. This will give access to nanoscopic length scales from microns to angstroms, over the full-range time scales from femto- to kiloseconds.

This section will first focus on experiments using the high coherent flux to perform XPCS studies of nanoscale dynamics in condensed matter. Consideration will also be given to the use of the short pulses provided by the LCLS in a complementary method, XTGS. This is an active time-domain approach, in which material responses are driven by excitation pulses and monitored by time-delayed probe pulses. We will then consider feasibility issues, such as the general conditions under which heating of the sample by the x-ray beam will limit the extent to which the additional brilliance of the LCLS can be used for studies of dynamics.
FIG. 1: Plot of the frequency-wave-vector space relevant to dynamics in condensed matter and the regions covered by various probes of equilibrium dynamics (after [2]). Active (transient grating) methods are indicated by the dashed enclosures.

Figure 1 shows the relationship between the proposed techniques of XPCS and XTGS to other techniques for probing equilibrium dynamics [2]. The experimental challenge is to measure the dynamic structure factor $S(Q, \omega)$ or the corresponding response function $S(Q,t)$ in the appropriate region of frequency $\omega$ (or time $t$) and wave vector $Q$ space. The figure shows that XPCS could provide a time-domain, small-length-scale spectroscopy highly complementary to other techniques, uniquely covering $\omega$ lower than $10^8$ Hz and $Q$ larger than about $10^{3}$ Å$^{-1}$, as well as the gap between visible and neutron techniques at high $\omega$ in the nanoscopic length scale regime. XTGS measurements could provide unique active time-domain access to fast processes at high $Q$.

The time (energy) and length (wave vector) ranges covered by XPCS and XTGS experiments at LCLS are of great interest for the study of dynamics in many research areas at the frontier of condensed matter physics and chemistry [1]. Examples of problems that could be addressed are:

**Simple Liquids** – Transition from the hydrodynamic to the kinetic regime.
Complex Liquids – Effect of the local structure on the collective dynamics.
Polymers – Entanglement and reptative dynamics.
Glass Formers – Vibrational and relaxational modes in the mesoscopic space-time region.
Dynamic Critical Phenomena – Order fluctuations in alloys, liquid crystals, etc.
Charge Density Waves – Direct observation of sliding dynamics.
Quasicrystals – Nature of phason and phonon dynamics.
Surfaces – Dynamics of adatoms, islands, and steps during growth and etching.
Defects in Crystals – Diffusion, dislocation glide, domain dynamics.
Ferroelectrics – Order-disorder vs. displacive nature; anisotropic correlations and size effects.

A description of current XPCS technique and the status of XPCS measurements at operating third-generation sources are available in recent workshop reports [1] and articles [3,4]. The use of XPCS has been limited to date by the availability of sufficient coherent x-ray flux. Since the flux of coherent x-rays is proportional to the source brilliance, XPCS studies benefit directly from higher brilliance sources. The modest coherent x-ray flux available at third-generation synchrotron sources makes XPCS measurements currently feasible at $\omega$ up to the kHz range, depending upon $Q$ and the scattering efficiency of the material [3]. The impact of the high-coherent x-ray flux from LCLS and future fourth-generation sources will be to allow XPCS measurements at higher $\omega$ and on a greater variety of materials, overlapping with energy-domain measurements using neutron and x-ray inelastic scattering.

III. SCIENTIFIC OBJECTIVES

A. Experiment 1. Dynamics of entangled polymers

On the macroscopic scale, long-chain polymer liquids exhibit a dramatic visco-elastic response, responding elastically at short times but flowing at long times. Many of the properties of high-polymer liquids may be understood on the basis of the reptation model of polymer dynamics, which depicts the motion of a polymer as a random walk along a tube delimited by temporary entanglements with neighboring chains [5], as illustrated at the top of Fig. 2. For concentrated solutions, aspects of this model have been confirmed via fluorescence microscopy studies on labeled DNA [6] and on actin filaments [7], as well as by laser correlation spectroscopy studies of very long-chain diblock copolymers in toluene [8]. In polymer melts, features predicted by the reptation model have been seen in measurements of the macroscopic diffusion constant [9] and in interdiffusion experiments [10]. Microscopic evidence for the existence of the tube and its corresponding entanglement length has been provided by neutron spin-echo (NSE) measurements [11], which have characterized the relaxations within the tube (Rouse modes). However, the delay times accessible with NSE are shorter than needed to observe reptative relaxation directly, and important aspects of the reptation model remain untested after more than twenty years. One of the most remarkable predictions of the reptation model is that small-scale compositional fluctuations with $Q^2 R_G^2 >> 1$ show a wave-vector-independent relaxation rate ($\Gamma$), given by the inverse of the disentanglement time ($\tau_d$) for a polymer to reptate out of its original tube [12]. ($Q$ is the wave vector and $R_G$ is the polymer radius of gyration.) This prediction stands in contrast to the diffusive behavior ($\Gamma \propto Q^2$) expected for polymers at small $Q$, and to the $\Gamma \propto Q^3$ or $\Gamma \propto Q^4$ behavior in non-entangled polymers [13], and is experimentally untested. The predicted intensity autocorrelation function ($g_2$) is illustrated at the bottom of Fig. 2 for three values of $Q$. At small times $g_2$ decreases as a universal function of $Q\sqrt{t}$ as a result of Rouse modes within the tube, to a $Q$–dependent plateau value, given by the tube diameter. NSE has been used to characterize the
early time behavior, but how this connects to the behavior at long times and understanding the long time relaxations themselves await XPCS measurements at the LCLS. Physically, this behavior occurs because to relax a small-scale compositional fluctuation, it is nevertheless necessary for polymers to disentangle, which requires a time $\tau_d$. From this point of view, it is clear that the polymer radius of gyration is an important length scale for blend dynamics, in addition to the correlation length for compositional fluctuations. Also a puzzle is what determines the tube diameter and the distance between entanglements. Present theory assumes the existence of an entanglement distance without being able to calculate it. New experiments might yield key insight into resolving the question of what determines the entanglement length in blends and melts. Thus, it seems imperative to probe polymer motions in melts and blends at length scales comparable to and smaller than the polymer radius of gyration, and on time scales comparable to the disentanglement time.

![Dynamics of Long-Chain Polymers](image)

**FIG. 2:** Top: Schematic of polymer motions. Bottom: Predicted blend intensity autocorrelation function.

The emerging technique of XPCS has recently been shown to be capable of studying the slow dynamics of colloidal systems at small length scales [3]. In a preliminary XPCS study of dynamics in a binary blend of poly(ethylene oxide) and poly(methyl methacrylate) at the Advanced Photon Source, it was found that the application of XPCS to polymer blends is far more challenging than to colloids, because of the smaller scattering cross section in blends. Experiments at the LCLS will provide definitive measurements of the time-dependent relaxation of polymer blend concentration fluctuations. Such measurements will allow a test of the dynamic random
phase approximation (RPA) predictions for reptation relaxation. The dynamic RPA yields collective blend dynamics from single-chain motion. For a monodisperse, entangled melt of flexible polymers, the dynamic RPA predicts a crossover in the dependence of the relaxation rate on $Q$ from an approximately quadratic dispersion relation to a nondiffusive regime at large $Q$, where the relaxation rates become $Q$-independent.

The macroscopic viscosity of a polymer is typically large, because of the proximity of its glass transition. Similarly, the microscopic dynamics of long-chain polymers are very slow, with times scales typically longer than $10^2$ s. This means that it will be possible to employ the very high time-averaged coherent x-ray flux from the LCLS, averaged over the 8 ms repetition rate, to investigate the reptative dynamics in polymer blends using data reduction/analysis techniques that are similar to those used now. Such an experiment consists of collecting a sequence of speckle patterns on an area detector for each pulse of the LCLS. From an analysis of these sequences, correlation times from a few repetition times up to many minutes can be measured.

B. Experiment 2. Structural basis of glassy dynamics

Many liquids, when rapidly cooled below their melting points, form a metastable glassy or amorphous phase intermediate between a liquid and a solid. This is the case for a wide variety of materials including metallic alloys, oxides such as silica (e.g., window glass), polymeric materials (plastics), and a long list of others. It is clear that glassy materials are one of the most important classes of materials in everyday use. However, in spite of their ubiquity, they are probably one of the least understood materials at a fundamental level. For instance, conventional equilibrium statistical mechanics does not predict the existence of, or even strictly apply to, the amorphous state, whereas it can explain most other states of matter, even quite exotic ones like superconductivity and superfluidity. Understanding visco-elastic effects in glassy materials is currently a topic receiving heavy activity.

Glassy systems are defined by the nature of their dynamics. In a typical glass-forming system, the viscosity increases exponentially by many orders of magnitude as temperature is lowered, until viscous flow processes are effectively frozen. Much has been learned about dynamics in glass-forming systems using light scattering and nuclear magnetic resonance imaging. Relaxation processes with times scales associated with viscosity are called primary ($\alpha$) processes. Other, much faster processes, called secondary ($\beta$) processes, are also seen near the glass transition [14]. It is still an open question as to the nature of these modes and the role they play in the glass transition. Recently, mode coupling theory [14,15] has received much attention as a possible explanation of glass transition dynamics.

The temperature at which a cooled liquid transforms into a glassy state depends on the rate of temperature change. There is also a hysteresis upon heating and cooling. This leads to a dichotomy. Tests for a true thermodynamic transition require slow rates to look for the underlying thermodynamic phase transition but still be fast enough to avoid crystallization. Studies using light scattering [16], neutron scattering [17,18], and recently inelastic x-ray scattering [19] have examined phonon-like modes in these systems, which have seen changes such as the slopes of these frequencies with temperature near the glass transitions. Usually, measurement times are long, making the systems difficult to study in the most interesting region, which is as they undergo the glass transition.

XPCS measures the time constants of a system as a function of wave vector and gives direct information on the dynamics. The region of $Q$ and $\omega$ covered by XPCS will be very important in understanding the structural nature of the dynamics in glass-forming systems at the atomic and
We propose studies spanning a very large range of time scales ($10^{-12}$ to $10^3$ s) in order to observe the evolution of the dynamics from liquid to glassy behavior as the temperature is lowered. There are many possible systems for study, but a good first candidate is B$_2$O$_3$. This is random-network glass with well-understood macroscopic properties [20], and on which complementary Raman [21] and neutron scattering [22] studies have been performed. Its low electron density helps minimize adiabatic heating by the beam, as described below.

The current XPCS technique, using the high average brilliance to record a sequence of speckle patterns for subsequent time-correlation analysis, will be used to probe time scales longer than the repetition rate of the source (8 ms). We propose to use a split-pulse technique, taking advantage of the instantaneous brilliance of the LCLS, to probe time scales between $10^{-12}$ and $10^{-6}$ s. The concept of the technique is to split each x-ray pulse into two equal-intensity pulses separated in time. The scattering from the two pulses will then be collected during the same exposure of an area detector. If the sample is static on the time scale of the two pulses, then the contrast in the summed speckle pattern will be the same as that from a single pulse. If the sample evolves on this time scale, then the summed speckle pattern will have lower contrast. Thus by analyzing a set of such patterns, each for a different time delay, the correlation times of the system can be measured. A pulse splitter with a path length difference variable from $3 \times 10^{-4}$ to 3 m would give delay times from about $10^{-12}$ to $10^{-8}$ seconds. Longer time delays between pulses may be possible using two electron bunches in the free electron laser (FEL). With the planned pulse structure of the LCLS, there may be a gap between about $10^{-6}$ and $10^{-3}$ s in the time scales accessible by the time-averaged technique and the split-pulse technique.

C. Experiment 3. Collective mode dynamics in liquids and glasses

Atomic motions in crystals can be described in terms of collective oscillations around equilibrium positions. Qualitative differences occur as soon as the microscopic crystalline order is abandoned. In contrast to the crystalline case, the disordered system is characterized by two different length scales: in addition to the inter-particle separation, $a$, one must also consider the correlation length characterizing the topological disorder, $\xi$. In this case, the understanding of the atomic dynamics is complicated not only by the difficulties associated with the absence of translation invariance, but also by the presence of other degrees of freedom, such as diffusion and relaxation in fluids, and hopping and tunnel processes in glasses. The presence of these processes in disordered systems naturally introduces a time-scale, $\tau$, usually strongly dependent on the specific thermodynamic state. This time-scale affects the collective dynamical properties differently, depending on its value with respect to the time scale $t_D$, characterizing the “vibrational” dynamics of the particles around their quasi-equilibrium position. This is of the order of the inverse of the Debye frequency, whose value is comparable to that of a corresponding crystal with similar density and sound velocity. The rich phenomenology observed in the dynamics of disordered systems is, therefore, often the consequence of the interplay between these different structural ($a$ and $\xi$) and dynamic ($\tau$, $t_D$) scales.

The collective dynamics in the absence of translation invariance can be easily treated theoretically in two limiting cases, namely excitations with characteristic space and time scales which are either very long or very short compared to the disorder scale $\xi$, and to the relaxation time $\tau$, respectively. They are respectively the hydrodynamic limit, where the system is seen as a continuum, and the single-particle kinetic limit, where the particle behavior is described as a free particle between successive collisions. In contrast, an exhaustive theoretical understanding is still not available in the intermediate, mesoscopic, region, defined by a length scale comparable to the correlation length of the topological disorder and by a time scale comparable to $t_D$. 
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Brillouin light scattering (BLS) and inelastic neutron scattering (INS) are traditionally used to study the mesoscopic space-time domain in crystals, corresponding to a time-momentum region of 100 to .01 ps and 0.001 to 10 nm\(^{-1}\). In disordered systems this mesoscopic space-time domain has been much less studied because the INS technique suffers from important kinematics limitations that can be overcome only in crystals by the choice of a high-order Brillouin zone, where it becomes possible to map the desired phonon branch. For this reason one can explain why, in disordered systems, a comprehensive experimental picture of the high-frequency collective dynamics is still missing.

The outlined scenario has left open several relevant questions on the mesoscopic dynamics of disordered materials. Among them, we mention the following:

1. Are there collective excitations in liquid and glasses with wavelengths approaching \(\xi\) and \(a\)? And, if so, to what extent do their eigenvectors deviate from the plane waves found in crystals? Are these deviations responsible for the anomalous thermal conductivity found in glasses at low temperatures? Similarly, how do they relate to the sound excitations observed in the long wavelength limit?

2. With respect to the Debye behavior of the corresponding crystal, what is the origin of the excess specific heat at low temperature and the excess density of vibrational states found in glasses?

3. What is the microscopic description of hopping and tunnel phenomena in glasses, and of \(\varepsilon\)-relaxation processes in liquids?

4. Are short-wavelength excitations still affected by relaxation processes as are the long wavelength ones, observed, for example, in light-scattering and ultrasound measurements? This last point relates to the issue of how the high-frequency dynamics may be affected by the liquid-glass transition in glass-forming systems, and whether any critical behavior is present in these dynamics.

We propose to carry out measurements of these phenomena by extending the transient grating techniques currently used for visible light studies \[23\] to x-ray wavelengths. Such XTGS experiments are based on the splitting of the beam into three components.

Two beams are used to produce a standing wave with periodicity \(\Lambda = 2\pi/Q\), where \(Q = 2k_o \sin \Theta/2\). Here, \(k_o\) is the wave vector of the incident photons while \(\Theta\) is the incidence angle between the two transversely coherent beams producing the standing wave. If a sample is positioned in the standing wave, the electromagnetic field is expected to produce a density modulation in the sample with the same periodicity \(\Lambda\). The standing wave field will exist for the pulse duration (200 fs), and therefore also the density modulation in the sample will be created in a comparable (or longer) time scale. The third pulse is the probe pulse. It measures the time-dependent amplitude of the density modulation. The probe pulse and the two excitation pulses do not have to have a well-defined phase relationship, and they can be different frequencies. This is done by looking at the intensity of the third beam after Bragg scattering from the density modulation of periodicity \(\Lambda\), providing that the third beam impinges on the sample with a known delay with respect to the time of creation of the density modulation. In some configurations, heterodyne detection permits the field of the scattered beam to be measured directly.

The interest is to perform these experiments at density modulations with periodicity in the 1-100 nm region (\(Q = 0.05-5\) nm\(^{-1}\)), where the expected frequency of collective acoustic excitations in condensed matter is (assuming a sound speed of ~3000 m/s) in the range 40–0.4 THz, i.e., excitations with characteristic energy in the 10-0.1 meV region and time in the 0.025–2.5 ps region.
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This implies that, with $k_o = 4.2 \text{ A}^{-1}$, the angle $\Theta$ will be in the 150-1.5 mrad region. The uniqueness of this instrument is its ability to help bridge the momentum gap existing at present in the study of propagating collective excitations (sound modes). Using BLS one can study excitations up to 0.04 nm$^{-1}$ with the desired energy transfer, while using inelastic x-ray scattering (IXS) one can study excitations down to 0.8 nm$^{-1}$, also with the desired energy transfer. When using INS, one is strongly limited in the energy transfer by the neutron kinematic constraints existing at the considered $Q$-values. This method is basically impossible to use for excitations with a velocity of sound larger than 1.5 km/s. The present instrument should be able to fill the unexplored momentum gap. Just as important, the XTGS measurements should permit unambiguous determination of heavily damped and over-damped dynamics in the same wave vector range covered by other experiments, which do not resolve these responses well. Since high-wave-vector acoustic modes become over damped in essentially all disordered and partially ordered liquids and solids, and the crossover between under-damped and over-damped modes reveals the important static and dynamic correlations that scatter the phonons, direct experimental access to this regime of behavior is of interest in a very wide range of samples.

IV. EXPERIMENTAL DETAILS

A. Feasibility assessment: adiabatic heating

The pulsed structure of the LCLS presents a significant challenge to the feasibility of XPCS measurements, because of the potential for radiation damage. This is an important issue not just for XPCS but also for any application of a fourth-generation source as a non- or weakly interacting probe. Although a detailed understanding of the interaction between high-peak-power x-ray beams and matter will be one of the major areas of scientific investigation at the LCLS, based on the analysis presented here, it appears that XPCS studies in a weakly interacting regime will be feasible. One primary area of R&D needed for planning XPCS experiments at the LCLS will be to better understand the threshold for radiation damage to the sample.

The feasibility of XPCS at the LCLS can be assessed for different sample compositions and x-ray energies by comparing three quantities: $N_{\text{MIN}}$, the minimum required number of photons per pulse to give sufficient signal per speckle; $N_{\text{MAX}}$, the maximum tolerable photons per pulse to avoid sample disturbance; and $N_{\text{AVAIL}}$, the photons per pulse available from the LCLS.

For dynamics studies, one would like to avoid heating the sample by more than a few degrees during the measurement. With a subpicosecond pulse, the illuminated area will be heated adiabatically—there will be no time for significant heat flow by conduction or thermal radiation. Since it will generally be possible to reduce the thermal time constant of a thin (e.g., 10-micron-thick) sample to less than 1 millisecond, only the heating from each individual LCLS pulse need be considered. The simplest approximation is that the total energy of absorbed photons from a pulse is deposited in the illuminated volume. (This may be a conservative approximation if there is significant escape of fluorescent x-rays or electrons.) To a first approximation, the heat capacity per atom is given by $3k_B$, where $k_B$ is the Boltzmann constant. Thus, the maximum number of photons per pulse is

$$N_{\text{MAX}} = \frac{3k_B A}{E \sigma_{abs} \Delta T_{\text{MAX}}} ,$$

where $A$ is the beam area, $E$ is the photon energy, $\sigma_{abs}$ is the absorption cross section per atom, and $\Delta T_{\text{MAX}}$ is the maximum tolerable temperature rise. The proportionality between $N_{\text{MAX}}$ and
\( \Delta T_{\text{MAX}} \) is thus only a function of \( E, A, \) and the atomic number(s) \( (Z) \) and fractions of the element(s) in the sample; it is independent of sample density or other properties.

The minimum photons per pulse \( N_{\text{MIN}} \) needed in an experiment depends on the signal level per incident photon. For a scattering experiment, higher \( Z \) atoms will scatter more strongly. If the illuminated volume is determined by the absorption length, more atoms will contribute when there is less absorption. For an idealized sample with uncorrelated atomic positions, intensities scattered per atom can simply be summed. The angle-integrated number of elastically scattered photons per incident photon is then given by \( \sigma_{el} / \sigma_{abs} \), where \( \sigma_{el} \) is the total scattering cross section per atom. The actual signal level per incident photon in a scattering experiment will depend strongly on the atomic arrangement in the sample, and the position and resolution in reciprocal space. In general, the signal level per incident photon will be higher by a factor equal to the effective number of atoms scattering in phase \( (M_{\text{corr}}) \). For XPCS measurements, the solid angle subtended by a single “speckle” is given by \( \lambda^2 / A \). Thus the minimum required incident photons per pulse can be expressed as

\[
N_{\text{MIN}} = \frac{2\pi AE^2 \sigma_{abs}}{h^2 c^2 \sigma_{el} M_{\text{corr}}} N_{\text{SP}}^{\text{MIN}},
\]

where \( N_{\text{MIN}}^{\text{SP}} \) is the minimum number of scattered photons per speckle required for XPCS. This depends upon the number of equivalent (equal-\( Q \)) speckles (e.g., \( 10^4 \)), the number of repetitions with successive LCLS pulses (e.g., \( 10^4 \)) and the instantaneous contrast of the speckle pattern due to resolution, etc. (e.g., \( 10^1 \)). Based on experience with similar analysis in current experiments we estimate the required value of \( N_{\text{MIN}}^{\text{SP}} \) to be \( 10^{-2} \).

Figure 3 shows a comparison of \( N_{\text{MIN}}, N_{\text{MAX}}, \) and \( N_{\text{AVAIL}} \) as a function of sample composition for two energies, using \( \Delta T_{\text{MAX}} = 1K \), a beam area of \( 10^{-4} \) cm\(^2\), and two types of samples: \( M_{\text{corr}} = 10 \), corresponding to a typical liquid or glass, and \( M_{\text{corr}} = 10^3 \), corresponding to nanoscale clusters, e.g., in a polymer blend. The horizontal lines give the available photons per pulse from the LCLS for a bandwidth of \( 10^{-4} \) typically required for XPCS. The calculation predicts that XPCS will be feasible at the LCLS when the value of \( N_{\text{MIN}} \) is lower than both \( N_{\text{MAX}} \) and \( N_{\text{AVAIL}} \). Since \( N_{\text{MIN}} \) and \( N_{\text{MAX}} \) vary oppositely with \( \sigma_{abs} \), the result depends strongly on sample composition and photon energy. For studies of liquids or glasses, Fig. 3 predicts that the average sample \( Z \) would have to be below 7 (nitrogen) at 8 keV, or 13 (aluminum) at 24 keV (although available intensity may be the limiting factor at 24 keV). For studies of nanoscale dynamics, a much wider range of sample compositions could be used, including heavier elements with judicious choice of photon energy with respect to absorption edges. Because of the order-of-magnitude uncertainty in several quantities, these calculations do not provide exact limits, but do indicate that feasibility will depend upon sample composition and scattering power.
FIG. 3: Comparison of calculated number of photons per pulse required for XPCS, tolerable due to adiabatic heating, and available from the LCLS, as a function of sample composition, at two energies.

The threshold calculated here for adiabatic sample heating of 1K is a more stringent damage criterion than typical radiation damage thresholds found at third-generation x-ray sources for “soft” materials. For example, an x-ray damage threshold of 2000 kGy has been found for polymers in XPCS studies by Dierker, which corresponds to about $5 \times 10^{13}$ photons per $10^{-4}$ cm$^2$ at 8 keV. The thresholds given in Fig. 3 are significantly lower than this value. Thus the unprecedented x-ray flux per pulse from the LCLS introduces a new facet to radiation damage issues.

B. Feasibility assessment: transient grating technique

For the XTGS technique, the envisioned experimental setup foresees the interference of two coherent x-ray beams (pump beams), which generate, in the investigated sample, a density modulation with a spatial periodicity in the subnanometer range. This density modulation, created in a time of the order of the LCLS pulse length ($\sim 200$ fs), has an amplitude that is monitored as a function of elapsed time, $t$, with a third x-ray beam (the probe beam). This read-out method is based on the monitoring of the intensity of the probe beam coherently scattered by the density modulation.

Hereafter we report a brief discussion on the main mechanisms expected to produce the density modulation and a description of a possible layout for the proposed experiment.

The transverse coherence properties of the LCLS allow us to envisage the creation of a standing wave field for the electric field of the emitted radiation. This can be obtained by splitting the FEL beam in two components that are recombined at an angle $\theta$. Considering that this standing wave can be formed only for a time equal to the FEL pulse length, $T$, the two beam paths must be kept equal within a value that is small with respect to $cT \sim 60$ µm, where $c$ is the speed of light. This is done routinely in the optical regime, and should be straightforward with x-rays. Under this condition, the standing wave field is created for a time $T$ in a spatial region determined by the angle between the two pump beams and by their transverse dimensions. The periodicity is given by $\Lambda = \pi / (k_0 \sin \theta / 2)$ along the direction perpendicular to the bisector of the two pump beams incident directions.

We consider now a sample placed in the standing wave field. Because of absorption processes, the energy of the standing wave field is transferred to the sample. This absorption is dominated,
in the considered x-ray region, by photoelectric absorption from core electronic states. Considering values of \( \Lambda \) much larger than the interatomic distances, the absorption will take place with a spatial modulation of periodicity \( \Lambda \), because vanishing (high) absorption is expected in the region of the nodes (anti-nodes) of the electric field. We now make the sensible assumption that a large amount of the de-excitation processes take place by nonradiative decays that, at the end, release the energy initially in the standing wave into the sample. We also assume that this thermalization process takes place on a spatial scale much smaller than \( \Lambda \) and therefore induce a temperature modulation in the sample interaction region with periodicity \( \Lambda \). This temperature modulation, in turns, produces a density modulation. The aim of the experiment is the determination of the time evolution of this density modulation created during the interaction time \( T \).

The efficiency of the described process, i.e., the amplitude of the density modulation, will linearly depend on the energy density of the standing wave field. From this point of view, it is important to have: 1) sufficient excitation pulse energy, as provided by the LCLS and 2) absorption length \( \lambda_a \) yielding sufficient absorption through the depth of the sample. We estimate that the flux of the pump beam is expected to be \( 2 \times 10^9 \) photons/pulse and its total energy \( \Delta \Omega = 2.5 \times 10^{-6} \) J/pulse.

An estimate of the produced density modulation \( \Delta \rho \) can be made as follows. With \( \Delta \Omega \) the average energy, the peak-to-valley energy released in the sample is \( 2 \Delta \Omega \), and the peak-to-valley temperature modulation is \( \Delta T = 2 \Delta \Omega / C V \rho \). \( C \) is the specific heat of the sample, \( \rho \) is the mass density, and \( V \sim \lambda_a d^2 \) the volume of the interaction region. The density modulation amplitude is then obtained from:

\[
\Delta \rho / \rho = \alpha \Delta T = 2 \alpha \Delta \Omega / C \lambda_a d^2 \rho,
\]

with \( \alpha \) the thermal expansion coefficient.

We consider now a probe x-ray beam that is Bragg scattered from the density modulation: Its intensity is directly related to the amplitude of the density modulation \( \Delta \rho \). In the assumption of kinematic diffraction conditions, the integral reflecting power, \( I \), is given by (taking the Debye-Waller and polarization factors equal to unity):

\[
I = (r_e^2 \lambda_a \lambda^3 / 2 \sin 2 \Theta_B) (|F|^2 / V^2),
\]

where \( r_e \) is the classical electron radius and \( F \) is the form factor of the Bragg reflection, i.e., in our case, the Fourier component with wavelength \( \Lambda \) of the electron density modulation associated to \( \Delta \rho \). This quantity, in the case of monatomic samples, is given by \( F = \Delta \rho V Z / M \), with \( Z \) and \( M \) the atomic number and atomic mass, respectively. The Bragg reflectivity, \( R \), is obtained from the total reflecting power as \( R = I / \Delta \Omega \). \( \Delta \Theta \) is the angular width of the reflection and can be expressed as \( \Delta \Theta \sim \Lambda / 2 \cos \Theta_B \lambda_a \). Finally:

\[
R \sim 2 (Z / A)^2 (r_e^2 \lambda^2 / d^4) (\alpha \Delta \Omega / m_N C)^2,
\]

where \( A \) is the atomic weight and \( m_N \) is the nucleon mass. In some configurations, heterodyne detection yields a signal that varies linearly rather than quadratically with the sample response.

On the basis of this expression it is possible to estimate the reflectivity expected for specific systems. We note that it is very important to have pump beams with transverse dimension \( d \) as small as possible, but with the high pulse energy provided by the LCLS the limitation will likely be sample damage not pulse intensity. Note also that the reflectivity does not depend too much on a specific atomic species considering that \( Z / A \) is almost constant and of the order of 0.5. Moreover we notice the independence of \( R \) from the absorption length \( \lambda_a \). This is at first sight
surprising and can be understood considering that, on one hand, with decreasing $\lambda$, the magnitude of the density modulation increases, but, on the other hand, the efficiency of the kinematic Bragg reflectivity of the probe beam decreases. The two effects cancel each other. The last two considerations seems to imply that this technique can be utilized with comparable efficiency with any atomic species. Finally, we also notice the strong dependence on the wavelength of the probe beam.

As an example, we consider water. Using $r_e = 2.82 \times 10^{-15}$ m, $m_N = 1.67 \times 10^{-27}$ kg, $\lambda = 1.5 \times 10^{-10}$ m, $d = 10^{-4}$ m, $\Delta Q = 2.5 \times 10^6$ J, $Z = 10$, $A = 18$, $\lambda_d = 10^{-3}$ m, $\alpha = 2 \times 10^{-4}$ m, and $C = 4180$ J/kg, we get $\Delta p / \rho = 2.5 \times 10^{-5}$, $\Delta T = 0.1$ K, and $R = 6 \times 10^{-6}$.

Considering that the intensity of the probe beam, which can have a bandwidth up to $10^3$, could be of the order of $10^{12}$ photons/pulse, we see that for this specific example one should get a very high signal in the Bragg scattered beam. One should consider, however, that this example is a fairly ideal situation because the chosen example of water is particularly favorable for the large value of the thermal expansion coefficient. Nevertheless, assuming that experiments should be possible with count rates as low as 1 count/s, and that the LCLS repetition rate is ~100 Hz, one can probably accept a Bragg reflectivity down to $10^{-10}$ and intensity reduction of the probe and pump beams of $\sim 10^{-2}$ with respect to the values reported in the previous example.

On a general basis, one can envisage a method based on collimating pinholes and, possibly, multilayers optics to isolate the LCLS FEL first harmonic, which has a bandwidth of $10^3$, from the undulator spontaneous emission. Using thin silicon or diamond crystals in Bragg conditions one could split the two pump beams from the undulator beam, while the transmitted beam is the probe beam. In order to generate the two pump beams, a possible scenario could be based on the commonly used strategy of diffraction of $\pm 1$ orders from a crystal grating. The two beams are then recombined by subsequent diffraction from two additional gratings. This method has the advantage (relative to reflective optics) of not requiring a narrow x-ray spectral bandwidth. The transient grating wave vector in this scenario is determined by the crystal grating, and a library of such gratings is envisioned for the highest wave vectors. For somewhat lower wave vectors (still above those accessible with optical wavelengths), x-ray lithography gratings (already available with 50 µm spacings, and continually progressing toward shorter spacings) can be used. In this setup, the probe pulse can be sent through the same gratings so that it arrives at the sample at the phase-matching angle for diffraction off the transient grating. A small angle out of the plane of the excitation pulses can be used to separate the diffracted beam from the excitation pulses. Alternatively, a different probe wavelength may be selected, in which case spatial separation is achieved even with all the beams in the same plane. Using diffractive optics in this manner, the probe beam is taken from one order (say, $+1$) of diffraction, and the other ($-1$) order can be used as a reference beam for a heterodyne measurement. This provides strong enhancement of signal and signal/noise levels because the signal intensity varies linearly, rather than quadratically, as a function of the sample response (i.e., as a function of the extent of sample heating and the resulting density change).

We note that an alternative method for setting up the XTGS experiment is provided through the use of a four multilayer mirrors device. Here, two fractions of the beam from the channel cut are symmetrically sent on two mirrors where they are deviated first by an angle $\delta$ and then by an angle $-\delta + \theta / 2$. In this way the two fractions have the same path lengths and they converge onto each other with the desired angle $\theta$. The sample will be positioned in this interaction region that, in the proposed setup, will be at different locations in the laboratory for different values of $\theta$. 
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One must then manipulate the probe beam in such a way as to produce the desired time delay and to converge into the interaction region with the correct Bragg angle, which is equal to the incidence angle of one of the two pump beams while the Bragg scattered beam is collinear with the transmitted part of the other beam; this a consequence of the fact that the wavelength of probe and pump beams are equal. Again, a small out-of-plane excursion of the probe beam from the excitation beams or the use of a different probe wavelength (for example, the FEL third harmonic) is required to circumvent this problem and achieve a spatial separation of the signal.

C. Operations and instrumentation needs

The proposed experiments will typically require monochromatic radiation (e.g., using a diamond (111) reflection) to provide adequate temporal coherence. Energy tunability will help in minimizing the sample heat load, as will operation at highest possible energies (e.g., using the third harmonic). The split-pulse techniques will require either a pulse-splitter optical element, or alternatively, the ability to provide two pulses with variable delay from the source. An x-ray sensitive streak camera with appropriate time resolution will be needed to set up and monitor the split pulses. An x-ray sensitive CCD camera with high spatial resolution, and read-out time commensurate with the source repetition rate, will be required for the time-averaged and split-pulse techniques. Sufficient room in the experimental area for a long distance (10-100 m) between the sample and detector will be beneficial.

D. R&D in support of construction

Several components of the required instrumentation will require R&D effort to assemble and test new systems and possibly extend the current state of the art. These include the monochromator, CCD camera, pulse splitter, and streak camera. It will also be important to carry out tests of the principles of the proposed split-pulse, contrast-analysis technique, and the transient-grating technique, using existing third-generation sources. Work is currently underway to develop direct illumination CCDs that work at TV frame rates (~60 Hz). There is also a large world-wide program to develop pixel array detectors using thin-film technologies. Useful prototypes of these detectors will soon be available; they will have similar spatial resolutions as a CCD but higher quantum efficiencies and faster readout times.

E. Requirements for a future fourth-generation source

For experiments in need of time-averaged brilliance, e.g., standard XPCS, a pulse structure that spreads the intensity into many weaker pulses over a time scale larger than the thermal conduction time constant (e.g., 10 µsec) would alleviate the limitation due to adiabatic sample heating.
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I. SUMMARY

The Linac Coherent Light Source (LCLS) is a free electron laser (FEL) designed to produce self-amplified spontaneous emission (SASE) at 1.5 Å, with a pulse length of approximately 230 fs, a peak power of about 10 GW, and full transverse coherence. However, even if the LCLS surpasses third-generation sources by 10 orders of magnitude in peak brightness, it will still not have attained its ultimate capabilities. In fact, the LCLS can be considered as a first step toward a new class of electromagnetic radiation sources, similar to the evolution of the first generation of storage-ring-based synchrotron radiation (SR) sources. For example, we have already begun to study the production of significantly shorter pulses approaching 10 fs, a pulse that is transform limited, and optical systems to focus the radiation to spot sizes approaching 10 nm. To achieve these features and to provide the x-ray optics that preserve these properties are the goals of the proposed experimental program. The experiments will be based on manipulation of both the electron beam and x-ray optical techniques to achieve short pulses. Seeding the FEL with cascaded harmonic generation will be used to produce a transform-limited pulse that might also be of approximately 10 fs duration. A two stage FEL with an inserted monochromator also produces a transform-limited pulse, but with 230 fs duration. Efforts toward producing focal spot sizes of order 10 nm will be based on x-ray optical techniques that are beyond the state of the art today. If successful, these results will qualitatively expand the scientific breadth of the LCLS program and form the design basis of future generations of x-ray FEL user sources in the angstrom region.

II. INTRODUCTION

The significant theoretical and experimental advances in FEL physics, high-brightness electron sources, and accelerator technology over the last several years have made a single-pass FEL in the angstrom regime a real possibility. The calculated performance of such a machine shows that both the average and peak brilliance far exceed the corresponding values from the third-generation storage rings.

The radiation field of the SASE output of the LCLS baseline design provides unique scientific opportunities due to the very short pulse length of 230 fs that results from the length of the
electron bunch. This time corresponds to times for atomic motions of heavier atoms and other processes on the atomic scale. However, to access the broadest range of phenomena that are of current interest, it will be critical to reduce the pulse length from 230 fs toward 10 fs, times accessible today with short-pulse lasers operating in the visible/near infrared.

In fact we obtain fs-long spikes in the output from an FEL because the gain bandwidth of this system is large, and the pulse length limit corresponding to the gain bandwidth is as short as 0.9 fs [1]. The corresponding bandwidth in this case for the LCLS is about 5x10^{-4}.

This same fact determines the temporal shape and the associated line width of the radiation from the SASE FEL. This is a consequence of the SASE process. Starting from spontaneous SR, all frequencies within the bandwidth are excited, so that the resulting amplified radiation consists of independent wave packets (or spikes) in time. These spikes can be shorter than the radiation pulse (bunch length) and their respective phases are random. In the case of the LCLS, there are 250 spikes in a 230-fs-long pulse. While this is not a problem for most experiments that will simply average the intensity over the pulse length, it leads to a line width about 100 times larger than the transform limit. Thus, improvements in the longitudinal coherence of the FEL radiation field are important for the experiments that for example require narrow line-widths.

The peak field provided by the SASE FEL can reach values that are unprecedented in this wavelength range. The radiation output of the individual spikes is fully coherent in the transverse direction and thus in principle can be focused to the diffraction limit. X-ray optics today can provide 100 nm spots in the soft x-ray region of the spectrum and have achieved spot sizes of order 200 nm or slightly smaller in the angstrom regime on the most modern storage ring sources. Development of x-ray optics that provide focal spots approaching the diffraction limit will open uncharted scientific opportunities.

III. SCIENTIFIC OBJECTIVES

A. Focusing of LCLS pulses

A singularly important phase-space transformation of LCLS pulses is ordinary demagnification, or focusing. This follows from the numerous applications and opportunities for new experimental x-ray science made possible by field strengths in the ~10^{10}-10^{16} V/m range [2,3]. However, realization of the theoretical promise of focusing fully transversely coherent light to a diffraction-limited waist is, in the case of the LCLS, not trivial. As has been noted in prior literature [4], the unique temporal, spectral, and transverse phase space properties of LCLS radiation can strongly influence the performance of conventional optical elements and instruments, and must be rigorously accounted for even in an operation usually as straightforward as focusing.

Issues of particular concern to the effective focusing of LCLS pulses include short-pulse effects, peak power damage effects, and the design, fabrication, and performance of high-quality optical elements in the x-ray range. For example, it can be shown that transmissive (viz., refractive or diffractive) focusing optics rapidly lose effectiveness at focal lengths approaching the diameter of the LCLS pulses, resulting in the necessary utilization of reflecting optics for applications requiring extreme demagnification [5]. The peak power damage issue can be addressed in a number of diverse ways, ranging from the use of multiphase optical media to mitigate damage effects to the use of translatable (e.g., disposable, or single shot) optics where damage is unavoidable. The issue of high-quality optics fabrication for the LCLS is similar in scope to that of x-ray optics utilized on many present-day storage rings, but is complicated by the peak power
damage limitation, as well as the obvious motivation to extend performance limits to take full advantage of the remarkable properties of a fully transversely coherent x-ray source.

To pursue the development of effective focusing strategies for the LCLS, we propose investigations in four areas of R&D critical to reflective, diffractive, and refractive focusing. These are: 1) Improvements in the fabrication of x-ray phase zone plates that have already achieved focusing of order 100 nm [6]; 2) the development of economical, high-quality concave aspherical reflecting surfaces [7]; 3) the development of techniques for high-quality, thin-film and multilayer deposition on aspherical surfaces [8]; 4) the development of techniques for high-quality, large-N (i.e., layer-pair) multilayer deposition followed by transverse slicing and shaping to produce transmissive/diffractive optics [9]; 5) the development of inexpensive solid refractive lenses [10]; and 6) the development of gas, liquid [11], or plasma [12] refractive lenses.

B. Short-pulse generation

The baseline LCLS design provides an x-ray pulse of 230 fs, which is two orders of magnitude shorter than those of third-generation storage ring sources. This qualitative improvement in pulse duration provides for unique opportunities in a breadth of scientific disciplines. Still, this unprecedented x-ray pulse length is more than a factor of twenty longer than the short-pulse optical laser available today. Thus, there is a real desire to match this pulse duration with the LCLS, permitting the use of x-rays as a structural probe with atomic resolution on the same time scale.

The primary purpose of the electron bunch compression system in the LCLS is to increase the bunch current so that SASE conditions are achieved. This increase in peak current is accomplished by reducing the electron bunch length from the 10 ps at the gun, down to 230 fs (FWHM) at the exit of the second bunch compressor. The resulting shorter x-ray pulse has the additional benefits of being brighter and more useful for scientific experiments. The possibility of reducing the electron and/or the x-ray pulse length below the 230 fs value chosen in the LCLS design study has been explored as part of the ongoing LCLS R&D phase. It is understood that achieving the reference value presents a considerable challenge, and that the planned initial experiments will have to be compatible with the nominal LCLS design parameters.

In the reference design, the bunch is compressed with a two-stage bunch compression system using magnetic chicanes. Bunch compression is achieved by establishing an energy-position correlation within the bunch and transporting this beam through a bend system (e.g., chicane) with an inherent energy-dependent path length. The first bunch compressor, using a magnetic chicane at 250 MeV, shortens the bunch from 0.7 to 0.3 mm (rms). The second compressor, using a double magnetic chicane design at 4.54 GeV, compresses the bunch to its final nominal rms value of 24 \(\mu\)m (230 fs FWHM). The rationale for the choice of two compressors and the choice of parameters is contained in the LCLS design report. The reference pulse length of 230 fs is derived from the need to obtain peak currents greater than 3.4 kA needed for the SASE FEL process to saturate, given the expected emittance, momentum spread, and undulator length.

The means available to generate photon pulses shorter than the reference design without increased hardware are:

- Stronger magnetic compression of the electron bunch;
- Longitudinal chirping of the electron bunch followed by optical slicing of the photon bunch;
- Longitudinal chirping of the electron bunch followed by optical compression of the photon bunch;
A combination of the above three methods.

The stronger compression of the electron bunch is achieved by increasing the momentum spread along the bunch, increasing the strength of the magnetic field of the compressors, or a combination of the two. Although conceptually simple, the task is in fact a difficult one, mostly because of the effect of the emission of coherent synchrotron radiation (CSR) that becomes more severe as the bunch gets shorter. On the positive side, it appears that the nominal LCLS design has the flexibility and tuning range to test ideas and conduct the experiments proposed.

Optical compression of the photon bunch is obtained by increasing the longitudinal momentum spread of the electron beam, thereby dispersing the photon beam in energy and providing the basis for recombining sequential subintervals of the photon pulse into a shorter time interval. Similarly to what is done with the electron bunch, this method exploits a difference in the path length, this time of the photons. A very short FEL pulse can also conceptually be achieved by slicing the pulse. It is suggested to do this by spatially dispersing the photon beam energies and letting a small part of the pulse through an energy-selective optic.

No significant modifications to the LCLS design, such as starting with even shorter bunches from the rf photoinjector, are considered. It also appears feasible to mistune the bunch compression so that only a small part of the electron bunch has sufficient phase space density to lase, but this is not considered a reliable technique because the stability of such a method is not well understood.

1. Electron beam manipulations: Possible scenarios for a shorter x-ray pulse

Two scenarios to produce a shorter x-ray pulse are described here. For both cases the compression parameters of the accelerator need to be adjusted. This is done in an operational sense, such that no re-design is required. Only magnet power supplies, gun charge, and rf phases and amplitudes are adjusted.

a. An extremely short electron bunch

It might be possible to adjust the second compressor chicane magnets to a slightly stronger setting in order to fully compress the electron bunch. This is an extreme case where the bunch reaches a full width of just 10 fs while the final energy spread is still just 0.07%. Figure 1 shows the longitudinal phase space in this case, where the gun charge has also been reduced to 0.2 nC.

This case generates an extremely short bunch in the second bunch compressor chicane, and it may be extremely difficult to preserve the transverse phase space density against the effects of CSR. To mitigate these effects, the total bunch charge in this case has been reduced from 1.0 nC to 0.2 nC, and the compression parameters have been reoptimized. The calculations of the CSR effects are extremely subtle in this case and there is presently very limited confidence that, for this extremely short bunch, the effects can be reliably calculated at present. Note the bunch length at the gun is assumed to be significantly shorter due to the low charge. It is difficult to “back-off” on the compression to produce a bunch length of 50 fs, because the bunch continues to display a very narrow, high peak-current area at the head of the distribution (left) in all cases with a total bunch length of <100 fs.
b. An energy chirp with no change in final e– bunch length

This case considers the possibility of achieving a much larger final correlated energy spread. Excluding a complete re-design of the compression systems, there is only one possibility: “over-compression.” Ignoring the emittance growth effects described above, over-compression of the LCLS bunch in the second bunch compressor (BC2) is quite easy. If the nominal BC2 chicane dipole fields are simply increased 9.5%, the bunch will over-compress with a final negative \( <z\delta> \) correlation immediately after the chicanes. This arrangement produces the same bunch length as does under-compression, yet with a negative \( <z\delta> \) correlation. The acceleration in the L3-linac to 14 GeV will now generate nearly the same wakefield as before, which will now add, rather than cancel, the net \( <z\delta> \) correlation, making it even more negative. Figure 2 shows the same plots as in Fig. 1, but now calculated for the case of over-compression. In this case, the full-width energy spread is 2% at 14.3 GeV and has a negative, and nearly linear, \( <z\delta> \) correlation. The rms bunch length is the nominal value of 24 \( \mu \)m. The bunch charge remains at 1 nC. This figure shows that the leading electrons (the bunch head at \( z < 0 \)) are now at higher energy than the trailing electrons. This correlation should generate an accompanying optical chirp that might be used to compress the x-ray pulse to below 50 fs. This level of chirp (~2% FWHM) cannot be generated with a positive \( <z\delta> \) correlation (i.e., using under-compression).
FIG. 2. Same plots as Fig. 1 (at 14 GeV, after the L3-linac and just prior to the undulator), but shown for over-compression. The negative chirp has a full-width energy spread of 2% (bunch-head energy higher than tail) and the rms bunch length, after the DL2-bend system, is 23 µm.

2. Optical techniques using the chirped pulse

a. Pulse slicing

The chirped electron bunch creates a chirped photon pulse. The chirp produced in the photon beam is appropriate for pulse compression concepts where the leading part of the pulse has a higher energy than the trailing part. Most compression schemes using x-ray optics involve dispersive elements and they naturally lead to longer path lengths for lower photon energies.

The chirped photon pulse also affords the opportunity to slice the pulse in energy and thus in time. This is conceptually simple and more easily implemented compared with pulse compression. It requires an x-ray monochromator with a bandpass significantly less than the width of the chirp (2%).

Even in the limit as the resolution approaches zero, the pulse duration remains finite. Thus, the optimal choice of monochromator bandpass is just that corresponding to the zero bandwidth pulse duration, 6 fs.

The best understood x-ray optical components are perfect crystals of which Si is the best example. In general, the dynamical theory of x-ray diffraction exactly describes the performance of perfect crystal Si x-ray optics. Based on this, a myriad of novel x-ray optical components have been fabricated over the last 35 years. One of these designed for use at storage rings is a monolithic two-crystal monochromator where the crystals have been cut asymmetrically (the crystal surfaces are not parallel to the Bragg planes) [13]. The asymmetric cut increases the energy acceptance of the monochromator beyond the value for symmetric Bragg reflection. By adjusting the asymmetry, one can tune the acceptance of, for example, the Si(111) reflection to match that needed to slice the chirped x-ray pulse, yielding a pulse duration of 9 fs.
An alternative to perfect crystal optics is the use of artificial crystals, in particular multilayers. Reflection off a multilayer represents an efficient and flexible means for slicing out a short sub-interval of a longitudinally chirped LCLS radiation pulse [14]. The technique is equivalent to placing an energy aperture into the longitudinal phase space of the radiation. In this regard it operates in the same phase-space domain in which the photon beam is chirped and involves no coupling to either of the transverse phase-space dimensions.

A second advantage is the flexible control of the efficiency, bandwidth, and band shape of the multilayer reflectivity, which, based on theoretical calculations and the presumed continuing development of present-day technological capabilities [15,16], would allow the attainment of sliced pulse lengths of < 10 fs at reflection efficiencies of > 50%.

The development of reliable multilayer pulse slicing optics is expected to be critical to the extension and definition of the scientific capabilities of the LCLS. This is predicated on the central role that the generation of ultrashort pulses is expected to assume in a number of the frontier experiments and applications being proposed for present-day and future generations of SR light sources, including the LCLS [17,18,19]. Two noteworthy examples of such applications are: 1) single-shot imaging of single biological molecules or small molecular clusters; and 2) the study of ultrafast chemical processes. In ongoing design studies of the LCLS x-ray optics and beamline systems, it has consequently been assumed that beamlines fed by reflective multilayer optics — dedicated to ultrashort pulse generation — will feature prominently in the overall R&D capabilities of the LCLS facility.

Raising multilayer deposition technology and optics to the level of reliability and precision required for LCLS applications will involve both theoretical and experimental R&D in a number of critical areas. First, the dynamical theory of multilayer response to LCLS radiation has to be developed to allow the reliable simulation of multilayer response to ultrashort, ultraintense x-ray radiation pulses [20]. Valid models of this interaction first need to be rounded out and completed for the weak-field (linear) regime, and then extended to describe the self-consistent propagation of radiation in the nonlinear domain, encompassing effects such as, e.g., the real-time modulation of optical and lattice constants by the propagating field [21]. Second, the investigation and development of multilayer deposition processes and material systems needs to be extended to researching ultrastable systems (e.g., the disilicides) featuring minimal interfacial roughness and maximal resistance to peak-power radiation damage [22]. Third, multilayers designed and prepared using algorithms and techniques developed in the theoretical and fabrication R&D phases need to be tested for performance over the range of field strengths (weak through nonlinear) anticipated for the LCLS. The major (weak-field) fraction of this R&D phase can be carried out at conventional third-generation storage ring SR sources [23]. Tests at field strengths approaching or exceeding the fields in the raw LCLS beam will require developing ultrastrong x-ray focusing optics and implementing them either on suitable third-generation SR storage ring beamlines, or on special linac-based sources optimized for approximating the parameter space of the LCLS [24,25].

b. Pulse compression

As outlined above, optical pulse compression can be achieved by dispersing successive intervals of a chirped photon pulse along trajectories of different lengths and recombining them within a common space-time volume. A number of schemes have been considered by the LCLS X-Ray Optics R&D Group and other collaborators [26,27], all of which require a minimum of two dispersive elements constituted of, for example, gratings, multilayers, or crystals. Due to the
greater complexity and demands for higher optical efficiency that these schemes require, the necessary R&D will entail further numerical and theoretical studies, coupled to the design, fabrication, and testing of novel high-performance optical components and systems.

C. Production of transform-limited beams

1. Introduction.
Two methods have been proposed and studied to reduce the line width of a SASE-FEL and/or produce transform-limited pulses. One is based on seeding the FEL with a narrow linewidth (transform limited) laser signal at wavelengths longer than x-rays, and then using several stages of harmonic generation to reach 1 Å. The other, referred to as a two-stage FEL, is based on two undulators. The first undulator operates as a SASE-FEL amplifier. It is followed by a monochromator to select a pulse with the desired bandwidth, and this pulse is the seed for the second undulator, similar to one stage of the cascaded harmonic generation. To reduce the large intensity fluctuations at the exit of the monochromator, the second undulator is longer than the saturation length.

2. Coherent hard x-ray production by cascading stages of high-gain harmonic generation
The LCLS baseline design, based on SASE, produces x-rays in the angstrom region, but the radiation does not have full longitudinal coherence. In contrast to this, a recent high-gain harmonic generation (HGHG) proof of principle experiment [28] has demonstrated the possibility of using the HGHG scheme to produce a fully coherent FEL beam. This stimulates our interest in designing an HGHG-based x-ray FEL in the angstrom region.

In the simplest two-undulator HGHG scheme, a coherent seed at a wavelength at a subharmonic of the desired output wavelength interacts with the electron beam in an energy-modulating section (undulator). This energy modulation is then converted into spatial bunching while traversing a dispersive section (a three-dipole chicane). In the second undulator (radiator), which is tuned to a higher harmonic of the seed radiation, the microbunched electron beam first emits coherent radiation and then amplifies it exponentially until saturation is achieved.

Given a commercially available seed laser and the quality of the electron beam, it is not possible to get x-rays with wavelengths of order 1 Å using just two undulators, so some modifications are needed.

i.) We need multiple stages. Each stage converts a longer wavelength to its n\textsuperscript{th} harmonic. In practice, n cannot be too large. In the proposed design we use n = 3, 4, and 5.

ii.) Conceptually the device is composed of two parts, a converter and an amplifier. The converter consists of several stages, which convert the seed light to the design wavelength step by step. Then the amplifier exponentially amplifies the light from the last stage to saturation.

iii.) Except for the amplifier, each stage only converts the light to its n\textsuperscript{th} harmonic and does not operate in the exponential growth regime. Rather it will be the negative gain regime for the modulator in each stage as long as the energy modulation is produced. It will be the coherent radiation regime for the radiator in each stage as long as enough power is produced for modulating the electron beam in the next stage.
iv.) Since the energy of the electron beam should match the corresponding radiation wavelength, we would like to optimize the energy of the electron beam for each stage. That would mean that each stage would use a different beam energy. In reality we are limited by the available electron beam parameters in our design, so only two electron beams are used. One, with lower energy (4.5 GeV), works in the longer wavelength stages and one, with E=14.3 GeV, works in the shorter wavelength stages.

Since we need several stages of HGHG, we need extra components compared with the proof-of-principle experiment [28]. Each stage will consist of one modulator, a dispersion section, and a radiator. The physical process in each stage will be the same as the previous experiment. During the process at each stage, the output laser has disturbed the part of the e-beam that is coincident with it, so in order to achieve the best efficiency, we would like to either shift the laser to a fresh part of the same e-beam or introduce another e-beam for each stage, so that again the laser will interact with a “fresh” bunch, the so-called “fresh bunch technique” [29].

Let us now look at the whole device. We begin with a commercially available laser with a wavelength of 2250 Å and a peak power of $P_{in}=180$ MW. The converter of the system is separated into two parts. The first part uses an electron beam of 4.5 GeV with two HGHG stages. In the first stage, the 2250 Å light, with a pulse length of order 10 fs, is introduced into the modulator, which is followed by the first dispersive section converting the energy modulation into a spatial modulation. This is in turn followed by the first radiator operating at the fifth harmonic, i.e., 450 Å. This is the seed beam for the second stage. To get a fresh bunch, the fresh bunch technique is used to shift the seed beam with respect to the electron bunch so that a fresh part of the bunch is modulated with the 450 Å seed. Then the same process is repeated in the second stage, which also operates on the fifth harmonic, producing 90 Å at the output of the second radiator. The first part of the system, based on the 4.5 GeV pulse, is now complete.

The 90 Å seed starts the short-wavelength section operating at the full LCLS energy, 14.3 GeV. In the second converter system, there are three HGHG stages that go from 90 Å to 18 Å, then to 4.5 Å, and finally to 1.5 Å. The last element is the amplifier to amplify the 1.5 Å radiation to saturation, about 12 GW.

### 3. A two-stage FEL

The two-stage FEL scheme [30] uses only one electron bunch. It produces a transform-limited pulse corresponding to the electron beam bunch length. The first stage produces the seed pulse for the second stage. It is thus similar to the HGHG scheme, but simpler in concept and with reduced capabilities. The seed pulse for the second undulator of this method is produced using a monochromator with a resolution slightly narrower than the transform limit of the electron beam placed at the exit of the first undulator, which is a few gain lengths long. Since we select a line width smaller than that of a single spike, the intensity fluctuations at the monochromator exit are as large as 100%. To reduce these fluctuations at the exit of the second undulator, it is longer than that required for SASE-FEL saturation.

### 4. Scope of LCLS studies for production of transform-limited pulses.

Both ideas discussed above, HGHG and a two-stage FEL, need extensive study and hardware to be carried out. Much of this may be beyond the scope of the initial R&D phase of the LCLS project. However, the LCLS has unique capabilities that can be used, for example, to generate the two electron bunches, one at 4.5 GeV and one at 14 GeV, with the necessary peak current
and emittance that would be required for the cascaded HGHG proposal. Demonstration of these beam properties and beam timing is possible within the LCLS scope. For the two-stage FEL, many aspects can be studied and, since this idea has less ambitious needs, it may be possible to test it completely by proper planning of the undulator design within the LCLS project.
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